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A VLSI-Based Model of Azimuthal Echolocation in the Big Brown Bat
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Abstract. The azimuthal localization of objects by echolocating bats is based on the difference of echo intensity
received at the two ears, known as the interaural level difference (ILD). Mimicking the neural computation of ILD
in bats, we have constructed a spike-based VLSI model of the lateral superior olive (LSO) that can successfully
produce direction-dependent responses. This simple algorithm, while studied in the acoustic domain, is applicable
to any localization based on direction-dependent signal attenuation differences.
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1. Introduction

The development of low-power, autonomous, mobile
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robotics is a growing concern in the planning of fu-
ture space exploration due to the long latency of com-
munication with Earth and the decreasing availability
of solar energy as we consider missions at Mars and
beyond. Although propulsion will typically have the
largest power budget, many missions will require con-
tinuous sensory capabilities that can add up to signifi-
cant power consumption. Organisms here on Earth have
evolved successfully under similar pressures of power
and speed and can provide inspiration in the design of
future devices whether we look at them mechanically,
neurally, or behaviorally. In this paper we consider the
example of sound localization in bats and the imple-
mentation of the beginning steps of neural processing
in VLSI.

Sound Localization and Bats

While the bat’s carefully controlled ultrasonic sonar
pulse is not a feature common to most mammals, the

neural mechanisms for determining the direction of the
reflected sound are thought to be very similar. The az-
imuthal direction of a sound source can be extracted
using two basic concepts: measuring the difference
in arrival times of a sound at spatially-separated re-
ceivers and measuring the difference in intensity level
at spatially-separated receivers at different frequencies.
Practical constraints often limit the usefulness of either
or both of these cues (e.g. small receiver separation or
insufficient attenuation between receivers).

The echolocation systems of bats primarily uti-
lize ultrasonic frequencies to detect objects in three-
dimensions. The use of high frequencies is critical for
producing echoes from tiny objects (insects), for limit-
ing the range of echoes and for producing a direction-
dependent intensity level difference between the two
ears. Given the head size of most echolocating bats
(∼1 cm), the maximum interaural time difference cue
(∼50 µsec) is very small and arguably unusable.
Additionally, at ultrasonic frequencies, the hair cells
of the cochlea in bats are unable to transmit phase in-
formation about the waveform, leaving only envelope
modulation to provide interaural time difference cues.
The interaural level difference (ILD) cue is, therefore,
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the dominant acoustic feature for azimuthal echo lo-
calization in bats.

Sound waves reaching the head of the animal atten-
uate as they wrap around towards the back of the head.
Wavelengths smaller than the size of the head are sig-
nificantly attenuated and wavelengths larger than the
size of the head are not. This frequency-dependence
interacting with various “shadow producing” features
of the head, snout, body, and pinnae produce a com-
plex direction-dependent transfer function that can be
used to determine the direction of sound by measuring
the attenuation factor at many different frequencies. By
subtracting the logarithm of the signal amplitudes (i.e.
intensity level) at each ear, we produce a measure of
this attenuation factor.

2. The Interaural Level Difference
Pathway in the Bat

The sensitivity to ILD found in many cells of the mid-
brain of the bat are of the excitatory-inhibitory (EI)
type. EI-type cells are distinguished by their excitatory
response to sounds in one ear and inhibitory response
to sounds in the opposite ear. Pollak and Park (1995),
using known anatomy and physiology, have identified
five different circuits that can produce this behavior in
the inferior colliculus. In this paper, we discuss the neu-
ral circuit and test of one of these circuits in a hardware
implementation. In particular, we mimic the double tar-
get experiments of Pollak and Burger (2000) to expose
the effects of dynamic synapses on such circuits.

The earliest binaural comparison of sounds from the
two ears occurs at the lateral superior olive, or LSO.
The LSO receives excitation from the ipsilateral ear
(same side of the body) and inhibition from the con-
tralateral ear (opposite side of the body), performing
a (left-right) operation. This excitatory-inhibitory ar-
rangement is referred to as EI and creates a spike thresh-
old at a particular interaural intensity level difference.
When the sound is ipsilateral to a particular LSO cell,
the received excitation will, in general, be stronger than
the inhibition coming from the contralateral ear, result-
ing in a spike. If, however, the sound is contralateral to
the LSO cell, then the resulting inhibition can prevent
the cell from firing. (See Fig. 1) Recall that echoes are
short in duration (0.5 ms to 3 ms) and will generally
elicit only one or two spikes when maximally driven.

Using an artificial sonar system, we have demon-
strated the functionality of the LSO circuit. Our work-
ing circuit architecture is shown in Fig. 2. We modeled

Figure 1. Left: spike response (per 20 trials) of an LSO cell as a
function of interaural level difference to a brief stimulus. Note that
the interaural level difference corresponds to the direction-dependent
attenuation factor. The spike rasters on the right of the figure show
the same data but highlight the fact that cells typically fire one or no
spikes per trial. (Mexican free-tailed bat) Modified from Park (1998).

Figure 2. The LSO cells receive ipsilateral excitatory connections
(dark lines) and contralateral inhibitory connections (gray lines). For
example, the five cells on the left respond to activity coming from
the left side and not the right side. The relative strengths of excitation
vs. inhibition determine the cells’ direction threshold for firing.

the connectivity of five LSO cells, receiving excitation
from the ipsilateral side and inhibition from the con-
tralateral side. The multiple units shown here represent
cells with different weighted connections to produce
different inhibitory thresholds. While we will show
the basic functionality, we also demonstrate the effect
of time-dependent inhibition on multiple sonar targets.
In particular we will show “masking” behavior in the
LSO, the suppressive effect of a preceding stimulus on
subsequent stimuli.

3. The Narrow-Band Sonar Front-End

The experimental front-end of the current system is a
narrow-band (39–41 kHz) ultrasonic speaker and mi-
crophone pair. The microphones are oriented at nearly
90 deg from each other to produce sensitivity patterns
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Figure 3. Photo of the narrowband sonar front-end. The oscillo-
scope in the background on the right shows an example echo return
from the 3 legs of a tripod. The sonar head is approximately 2.5′′ tall
and is mounted on a model airplane servo for tracking experiments
(not described).

such that the relative amplitude of signal received in the
two microphones is consistent with a particular direc-
tion (see Fig. 3). While this sonar head is larger than a
typical bat head and we are able to detect the interaural

Figure 4. Bottom: Echo returns off of the three legs of a camera tripod. The sonar pulse occurs at time= 0. The filtered echo waveform is
half-wave rectified and peak detected (with a decay). This output (lower trace) is then used to generate spikes (upper trace) at a rate proportional
to the envelope height. The single fast spiking neuron is intended to represent the firing of a pool of neurons with different firing thresholds.
Note: the first pulse in the envelope and the corresponding spikes are due to the incomplete sensory suppression of the outgoing sonar pulse.
These initial spikes will be suppressed prior to driving the echolocation system.

time difference, this information is not used because
it is not available to the bat. This narrow-band sonar
front-end will soon be replaced by a tiny (1 cm3) broad-
band system using miniature MEMS microphones and
speaker.

A burst of 40 kHz sound (∼0.5 msec duration) is
transmitted from the speaker periodically (∼20 Hz) to
generate echoes from targets placed at various points
in the room. Each microphone signal is amplified and
broadly bandpass filtered before being half-wave rec-
tified. The microphones (Murata) are very narrowly
tuned (39–41 kHz), which provides most of the fre-
quency tuning.

The half-wave rectification drives a peak-detector
circuit with a decay (∼1 ms time-constant) to simu-
late the dynamics of the hair cells in the cochlea. We
will often refer to this as the envelope. At ultrasonic
frequencies, this results in a signal proportional to the
echo amplitude with no carrier phase information. This
envelope (an example of which is visible in the photo
of the sonar head and in Fig. 4) is used to drive a spike-
generation circuit that simulates the spikes seen on the
auditory nerve.
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Figure 5. Left and right ear spike outputs for a vertical cylinder presented to the left, center, and right of the sonar’s midline. Only the time
interval of the echo is shown to retain spike detail.

The envelope signal is then used to drive a spike
generating circuit that produces voltage pulses at a rate
proportional to the envelope amplitude. This produces
a very high spike rate that is intended to reproduce the
populationresponse of a pool of cells with different
thresholds. Figure 4 shows an example of this using
the echo returns off of the legs of a camera tripod.

Figure 5 shows the direction-dependent attenuation
produced by the sonar head for echoes reflecting off
of a vertical cylinder (2” diameter) placed approxi-
mately 1 meter away. These are representative signals
that will be used to drive the neurons in the neuron chip
described in the next section.

4. Circuit Models and Network Connectivity

The neurons are represented by a single neuromorphic
transceiver chip called the MAX chip. The MAX chip
contains a one-dimensional array of 36 silicon neurons.
The array is divided into two sections, with each sec-
tion sharing a common set of circuit biases. All neural
connectivity and activity is handled off-chip using the
Address Event Representationsystem for communica-
tion. The MAX chip was fabricated using 0.8 micron
HP technology, with a total area of 3.2 mm2.

Silicon Neuron

Our silicon neuron model (Fig. 6) can be divided into
three distinct circuits: a spike generator, Ca++ de-
pendent K+ channels, and two synapses (not shown).
The spike generator is a modified version of the axon
hillock circuit described by Mead (1989). Input current,
I in, from the synapses integrates onto the membrane

node capacitanceCm(=C1+C2). When the mem-
brane voltageVm reaches threshold (controlled byVpu),
the cascaded inverters transition, causingVspk to switch
from Gnd (resting state) toVdd. Due to the coupling ca-
pacitorC2, the transition ofVspk increasesVm above the
threshold byVddC2/(C1+C2). With Vspknow high, the
reset current through the two series transistors begins
to remove charge fromVm, at a rate controlled by the
gate voltageVmpd. OnceVm decreases below threshold,
the cascaded inverters transition back to resting state
and Vspk becomes low, shutting off the reset current
and decreasingVm from threshold by a similar amount
Vdd(C2/C1+C2). The neuron is now again ready to

Figure 6. Schematic of silicon neuron. Not shown here are the
synapses (see Fig. 8). See text for details.
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integrate the input. The width of the output pulse(tspk)

is controlled by the reset currentImpd. For ImpdÀ I in,
the pulse width is negligible to the interspike interval.
In this state, the spike generator behaves like an inte-
grate and fire neuron, with the firing rate dependant on
the input current (see Mead, 1989).

The dynamics of Ca++ dependent K+ channels
are modeled using a current-mirror integrator circuit.
The voltage,VCa, at the integrator node is the cir-
cuit analog of intracellular calcium concentration. Each
time the neuron spikes, a small quanta of charge—
controlled byVqa—is dumped onto the capacitorC3.
The diode-connected transistor leaks the accumulated
charge away at a rate dependent on the source voltage
VA. If charge enters the integrator node faster than it
can decay, then the voltage at that node,VCa, rises.
Equilibrium is reached when amount of charge re-
moved fromC3 during the interspike interval matches
the amount added by each spike. A single transistor,
whose drain is attached toVm and whose gate voltage
is VCa, represents the Ca++ dependent K+ channels.
This negative-feedback effect, also found in biology, is
called spike-rate adaptation.

Two synapses—one excitatory the other inhibi-
tory—provide input into the silicon neuron. These sy-
napses have the same form of the Ca++ dependent K+

channels described above, namely a current-mirror
integrator (Fig. 7). An incoming presynaptic spike
(SpkIn) dumps a quanta of charge onto the integrator
node through a transistor. The gate voltage of the tran-
sistor,Vw, controls the amount of charge that is added
with each incoming pulse and therefore acts as the
synaptic strength. The charge on the integrator node de-
cays via the diode connected transistor at a rate depen-

Figure 7. Inhibitory synapse. An input pulse dumps a quanta of
charge (controlled byVw) onto a current-mirror integrator. The de-
cay of the charge depends on the source voltageVA. The output is
connected toVm, and thus inhibits the cell. The excitatory synapse
is identical except the output passes through a p-type current mirror
to reverse the current.

dent on the source voltageVS. The output currentIout is
controlled by the node voltage and is either inhibitory
(directly connected toVm of the neuron) or excitatory
(passing through aP current mirror to reverse the cur-
rent). It is this finite duration (set to about 1–2 msec)
of inhibitory current that we utilize in our circuit oper-
ation described in Section 5. For more information on
the dynamics of the synapses, see Indiveri (2000).

Address Event Representation
and Neural Connectivity

Input and output activity for the chip is conveyed
over a digital bus usingaddress-event representation
(Boahen, 1998). Each silicon neuron is given a unique
identifying address so when it fires, an encoder trans-
mits its address onto the output address-event bus. The
time of the spike is implicitly encoded in the occurrence
of the address on the bus.

On the input side, each synapse, rather than each
neuron, is given a unique address. A decoder reads the
new address-event and sends a pulse to the appropriate
synaptic location. Once completed, the receiver cir-
cuitry acknowledges the now expired data on the bus
and waits for a new event.

To increase the fan-out of the neuron (as well as to
provide flexibility in the circuits), a lookup table (LUT)
is placed onto the digital bus between the two chips.
This LUT acts as a translator for new events from chip
1 en route to chip 2, essentially storing the connectivity
pattern between the layers. Going back to the previous
example, when the LUT receives address 2, it can send
out addresses{2, 4, 6} (a fan-out of 3) to chip 2, exciting
the central neuron and inhibiting the neighbors.

We used a Microchip PIC16C55 microcontroller
(PIC) as the lookup table for each neural array. The
PIC16C55 has a 200 ns instruction cycle, with 24 bytes
of RAM and 768 bytes of program memory. An ar-
biter circuit provided the input to each PIC. The ar-
biter is a simple circuit that merges two address-event
streams into a single bus, providing all the appropriate
handshaking to communicate with the various streams.
When there is a new event on one of the buses, the
merge circuit allows the data through to the output bus,
usually adding an extra bit to the address indicating
the source. Should an event arrive at the other input,
it waits until the first has been transmitted before it
can pass through. The arbiter is a simplified version of
the arbiter circuitry found within the MAX chip (see
Boahen, 1998).
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For the LSO circuit, the activity from each ear was
translated into excitatory inputs for ipsilateral neurons
and inhibitory inputs for contralateral neurons (as in
Fig. 2). Since the MAX chips provide the same synap-
tic weight for all neurons, an attempt to create vari-
able weights was performed in the PIC using pseudo-
probabilistic synapses. Given the complexity of the PIC
code (for these synapses), the fan-out of each connec-
tion and the firing rate of the ear neurons, we were
limited to using only 10 neurons (5 for each side) in
order stay within bandwidth limits of the bus. Only the
excitatory synapses (5 for each ear) were made proba-
bilistic, each allowing only a certain percentage of the
activity through (100, 90, 80, 67 and 50 percent).

Figure 8. Responses of the VLSI LSO neurons to echoes from different directions. Left panel: EI neurons with excitation coming from the left
and inhibition from the right. These cells fire for echoes coming from the left side. Note that the drop in response for echoes from the far left is
a result of the left microphone’s drop in sensitivity. Right panel: EI neurons with excitation coming from the right and inhibition from the left.
This cells fires for echoes coming from the right side.

Figure 9. Masking behavior of inhibition. Two targets on opposite sides of the midline are moved close to each other. The top trace is the
envelope output of the right channel, the middle trace is the envelope of the left channel and the bottom trace is a digital output that fires whenever
any neuron on the chip fires. As the target on the right approaches the first target (even though the echo signal is much larger) the neuronal
response is significantly lower.

5. Experimental Results

In Fig. 5, we showed the responses of various units to
echoes returning to the sonar system from different di-
rections. These spiking inputs were used to drive the
LSO circuitry defined by the address-event infrastruc-
ture. The EI circuit arrangement for the LSO units pro-
duces the expected threshold in ILD (Fig. 8), however,
the expected variation in threshold position due to the
differential weightings is extremely weak.

An interesting aspect of the circuit is revealed when
we observe the response of the LSO cells to multiple
targets. Figure 9 shows two experiments where a dis-
tant target on the opposite side of the sonar’s midline is
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moved closer until the spiking response that it normally
elicits (when presented alone) is diminished. This is
a consequence of the inhibition produced on the LSO
cells by the closer target. This masking effect produced
a shadow behind the first target in spite of a clear, strong
echo visible in the envelope trace. It should be noted
that not all LSO neurons would be disabled by this inhi-
bition; rather a limited population would provide a dif-
ferential response for this type of target configuration.

6. Discussion

In this paper, we describe our ongoing efforts to con-
struct a large-scale model of the neural processing in
the echolocation system of the bat. To date, we have
focused on the processing of a single frequency band,
however, our expansion into broadband processing has
already begun. Using a spike-based representation for
echo amplitude, we have demonstrated the EI process-
ing in an integrate-and-fire type of neuron to produce
units that only respond to targets from a limited range
of directions, consistent with the types of responses
seen in LSO cells of the bat. We investigate the dy-
namic effects of inhibition (1–2 ms) on the response of
the various cells and suggest a possible utility for these
dynamics.

While we have not duplicated all of the known ele-
ments of the bat midbrain pathway in our silicon model,
we have been able to demonstrate similar phenomena
that are only present in models that preserve the dynam-
ics of the original neural circuit. This type of modeling
hints that the EI cells in the bat IC has much more di-
versity in their spatial response fields that is not well
described by experiments using only single targets and
static models of computation.

Our efforts in neuromorphic circuit implementation
are intended to go beyond simply mimicking neurobi-

ology to developing fast processing strategies for trans-
forming temporal signals into spatial patterns appropri-
ate for effective survival behavior.
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