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Introduction  

 

Problem Statement  

This case study looks at the availability problem of fielded military wheeled vehicle 
systems.  Availability is the percentage of units capable of performing a mission out of 
the total number of units at a given time.  The basic problem is that military vehicles have 
components which fail due to fatigue damage from the severe usage in military 
applications.  If a component fails while the vehicle is in the field one or more things can 
occur: the vehicle is lost, mission will be unsuccessful, fatalities, or any combination of 
these. 

The system chosen to attack the availability problem of fielded military vehicles is a 
prognostics system on board the vehicle that monitors the life remaining of chosen 
components.  The components are chosen based on whether or not they are a critical 
reliability concern and the ability to accurately predict fatigue damage of that component.  
The number of components to monitor is limited by the number of signals the prognostics 
system can handle, the number of components that failures can be accurately predicted 
for, and the feasibility of monitoring a component with a long life expectancy.   

System Overview 

The current prognostics system monitors the life remaining of components and the 
vehicle’s usage (i.e., driving the vehicle too hard).  The system calculates the life 
remaining based on sensor inputs from various sources and the engine data bus.  The 
system contains GPS as well as multiple input channels and an interface for downloading 
the engine data bus information.  The output data available from the GPS, engine data 
bus, suspension sensor system, and vehicle mounted sensors are: location, vehicle speed, 
pitch and roll, potential suspension problems, suspension response characteristics, engine 
and transmission data, sensor data (acceleration).  The system has the ability to obtain 
more information, but the aforementioned data is the only data needed at present time.  
Because mounting sensors on the exterior of the vehicle is not feasible for military 
applications; the only sensors available are accelerometers mounted at various locations 
inside the vehicle.  These sensors do not include the suspension sensor system input, 
which is not part of the prognostics system design.  The prognostics hardware currently 
under test is shown in Figure 1.  The device is approximately 7” x 5” x 4” in length, 
width, and height, although the device has the ability to add layers for additional inputs.  
Figure 2 shows an example of a wheeled vehicle that the system could be mounted to.   

 



 

Figure 1.  Prognostics Hardware 

 

 

Figure 2.  Military Wheeled Vehicle 

System Description 

The prognostics system has numerous inputs from many areas to prognosticate the life 
remaining of critical components.  Typically the components take one of the following 



forms: structural, drivetrain, or suspension.  The system has sensor inputs 
(accelerometers) located at various locations in the vehicle as well as suspension sensor 
system input.  The system also receives the engine data bus to correlate usage.  This 
information encompasses the data that is used to calculate the damage.  The physical 
makeup of the system is the sensors, message indicators, and the enclosure that contains 
the hardware for processing and data storage.  The first step is filtering the sensor data 
and then digitizing the filtered output (acceleration and suspension input).  The digitized 
data is then processed through a series of data quality checking algorithms.  Once all the 
data is verified, the suspension, vehicle, and engine data is fused together.  Then the 
usage profile is estimated.  After the usage profile is estimated, damage algorithms 
calculate the amount of damage that has accumulated on the components.  Next, the 
prognostics algorithms calculate the remaining life of the components based on their 
damage accumulation and usage profile.  The prognostics algorithm uses driver or 
maintainer input (user input) to define the expected amount of usage over the next 
mission or time period.  If the driver or maintainer did not input the mission profile, the 
profile is estimated based on past usage.  This could be in the form of mileage or terrain 
type.  Once the prognostics are performed, driver alerts are shown if a component is close 
to failure.  The maintainer alerts are given when a component reaches a specified 
percentage of its life remaining.  The maintainers are able to download the results of the 
damage and prognostics algorithms to examine in more detail.  A basic overview of the 
system is given in Figure 3. 

 

Figure 3 Basic System Overview 
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Figure 3B- Changes to System Representation from ENSE 623 

The changes listed here represent where the system currently stands.  It is a more detailed 
look at how we propose the system to be in its final stages.  We also feel that we can map 
the most damaging areas via the system and GPS and provide that data to brigade 
commanders.  The test performed on with the box that lasted several months should 
provide us some insight into the realization of what we can and cannot do in prognostics 
and this box.  By the middle of next year we should have a hold on what direction this 
project will go in.  The current capabilities of the box are: 

Hardware Installation: 

! Small, rugged, COTS data acquisition box - nCode eDAQ-Lite 
! Data bus – multiple parameters (engine RPM, % load, etc) 
! GPS (long, lat, alt, time, etc) - built into data acquisition box 
! Suspension Sensor System – built-in to every test vehicle on axles 1 and 3 
! 3 accelerometers – only added sensors - mounted on vehicle hull interior 
! About 3 hours per vehicle for installation 

Data downloading: 

! Histogram and rainflow cycle counting data can be stored indefinitely 
! Time history can be stored for approximately 20 days 
! Download to laptop via wired or wireless Ethernet 
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Anticipated Benefits  

1. The system will increase availability of military wheeled vehicle systems. 
2. The system will increase the logistics efficiency and accuracy for part 

replacement/maintenance. 
3. The system will increase the probability that a vehicle will be able to complete its 

mission. 
4. Cost savings will be realized in the areas of availability, maintenance, recovery, 

and non-recoverable vehicles. 

Scope and Objectives  

The purpose of this analysis is to design a system that can increase the availability of 
military wheeled vehicles by replacing components before they fail.  This analysis will 
use high-level systems engineering concepts and UML modeling to improve the system 
development and describe the functionality of this system.  The case study given here 
describes the prognostics system, which is currently in the development phase.  The 
following issues will be examined in this study: 

1. What does the system do? 
2. What are the system requirements? 
3. How does this system work? 
4. Can this system work effectively? 
5. How do the subsystems interact? 
6. How does the system behave? 
7. What are the goals of the system? 
8. How are responsibilities in system development assigned? 
9. What is needed to verify the system? 

Long-term System Goals 

Because I am involved with this system, the long-term goals and objectives will be 
discussed.  The overall goal is to add prognostics systems on fielded wheeled vehicles 
and to incorporate more component monitoring such as electronics.  This system could be 
applied to the following platforms: trucks, armored wheeled vehicles, wheeled tactical 
vehicles, and tracked vehicles.  Having these systems installed on the vehicles will create 
a cost savings due to its increased availability, decreased loss of vehicles, decreased 
recovery costs, less stockpiles of parts, and decreased fatalities.  The military may not 
have to perform recovery of vehicles and vehicles may not be lost.  The system would 
allow for maintenance to be performed at the repair facility because damaged items can 
be sent to a repair facility instead of attempting repair in the field.  Components can also 
be repaired at the repair facility’s convenience, because it is known when the vehicle will 
fail and parts or vehicles can be replaced or ordered ahead of time.  All of these factors 
will lead to an increase in logistics efficiency for part replacement and maintenance. 



Note: The U.S. Army Materiel Systems Analysis Activity (AMSAA) is in the process of 
applying for a patent for this system.  AMSAA is the organization in the Army that I am 
employed by. 

Possible Areas of Concern 

As the system progresses through its design, test, and validation phases; concerns about 
the system are addressed.  Some of the concerns at this point in the process are listed 
below. 

• Cost of equipment 
• Cost of installation 
• Selecting incorrect components to monitor 
• Creating too many false alarms, which could cause the maintainer to ignore the 

system 
• Developing algorithms that are not correct due to some unforeseen loading cases 
• Predicting dominant failure mechanism to monitor 
• Whether the Return On Investment is high enough for the Program Manager to 

implement it 
• Estimating loading from the sensor location (sensors are not mounted on the 

components) 
• Is this the most effective way to monitor component life 
• Ensuring quality data reaches the prognostics system 
• Applying the proper statistical distribution to the component life 

Project Framework and Focus 

The system has many teams working on the project as it moves along in the development 
phase.  The main group involved in the design is the reliability engineering team.  They 
perform the testing and oversee the contractors who help develop the system.  Once the 
design team believes it is ready to move forward, more groups are brought in and gain 
responsibility.  Their overall intended program responsibilities for system development at 
a high level of abstraction are listed below. 

• Program Manager (PM): Integration of system, and working with prime 
contractors to put system on vehicles 

• Research and Development Command: Design and test of system/units 
• Reliability Engineers: Implementation and software development 
• Contractor 1: Hardware and software development 
• Contractor 2: Algorithm development (software) 
• Prime contractor: Production of units 

The high level abstraction of responsibility for the system, once it is fielded, is given in 
this list. 



• Maintainers: Operation of system, maintenance of system 
• PM: Buying units, spare parts 
• Reliability Engineers: Fix major design flaws, add new algorithms, adjust 

current algorithms, find new components to monitor  
• Research and Development Command: Add on solution for other platforms 
• Prime Contractor: Production and maintaining a specified level of performance 

 

 
Goals, Scenarios and Use Cases  

 

Goals and Scenarios  

Goal 1. System captures quality data for processing 

1. Scenario 1.1. Sensors and system checked before mission begins. 
2. Scenario 1.2. Sensors are sending quality data. 
3. Scenario 1.3. Hardware receives sensor data. 
4. Scenario 1.4. Software begins to process data. 

Goal 2. Filtering and digitization perform their functions as intended 

1. Scenario 2.1. Filtering process receives sensor data and suspension data. 
2. Scenario 2.2. Filters do not eliminate pertinent data. 
3. Scenario 2.3. Digitization does not eliminate pertinent data. 

Goal 3. Only quality data is used to calculate the life 

1. Scenario 3.1. The system performs a series of data quality checking algorithms. 
2. Scenario 3.2. The system passes on quality data from the checking algorithms. 
3. Scenario 3.3. The system replaces or ignores bad data from the quality checks. 
4. Scenario 3.4. The system flags bad data that is found. 

Goal 4. Damage accumulation calculations are accurate 

1. Scenario 4.1. The system received good engine data. 
2. Scenario 4.2. The system fused the engine, suspension, and vehicle sensor data 

correctly. 
3. Scenario 4.3. The system estimated the usage profile accurately. 
4. Scenario 4.4. The system did not over-predict or under-predict damage 

accumulation. 

Goal 5. All alerts are sent in time to complete mission 



1. Scenario 5.1. The mission profile is entered by the driver or maintainer.   
2. Scenario 5.2. The expected mission profile is indicative of what the vehicle will 

experience. 
3. Scenario 5.3. When a profile is not given, the estimated profile is accurate. 
4. Scenario 5.4. The driver and maintainer receive the alerts. 
5. Scenario 5.5. The driver and maintainer know what action is needed from an alert. 

Goal 6. System alerts must be accurate 

1. Scenario 6.1. Sensors are in tact and calibrated. 
2. Scenario 6.2. Only quality sensor data is used. 
3. Scenario 6.3. The data fusion algorithms do not eliminate important data. 
4. Scenario 6.4. Damage is accurately predicted. 
5. Scenario 6.5. The fatigue limit is known for selected components. 
6. Scenario 6.6. The system accurately predicted life remaining for components.  
7. Scenario 6.7. Mission profile is accurate. 

Identify Actors  

An actor is anything that interfaces with the system externally and participates in use case 
modeling.  The actors in the prognostics system would be: 

1. Driver. This actor enters the mission profile, receives alerts of impending failure 
and also determines the severity of the loading based on how they drive the 
vehicle. 

2. Maintainer. This actor enters the mission profile and receives alerts of life 
remaining.  Maintainers also decide when to repair the vehicle and order parts.  
Maintainers may download the life of all the components. 

3. Vehicle Response. This actor is the recorded sensor measurements (acceleration) 
at various locations in the vehicle.  This data is used to calculate the life 
remaining of components. 

4. Engine data bus. This actor contains engine data, as well as other data used to 
calculate life remaining. 

5. Suspension Sensor System.  This actor contains the suspension’s response to 
terrain.  The data collected by the system is used to calculate the life remaining of 
components. 

System Boundary  

The system boundary is defined by anything external to the prognostics system. Sensors, 
algorithms performed (processing and data storage hardware), and the alert messaging 
system (driver/maintainer indicators) comprise the system.  Their inputs or outputs mark 
the system boundary, such as: vehicle sensor measurements, mission profiles, engine data 
bus, suspension sensor system, message indicators, and downloadable prognostics results.  
The system does allow for sensor calibration and mission profile entry for internal control 
and adjustment. 



Initial Use Case Diagram  

A use case describes a single goal and all the things that can happen as the user attempts 
to reach that goal. Although use cases are neither requirements nor functional 
specification, they imply requirements, objects and object interactions in the stories they 
tell.  Use cases define the behavior of the system without revealing the system’s internal 
structure.  A use case focuses on only the features visible at the external interfaces.  The 
use case diagram has four actors and four use cases.  The use case diagram is given in 
Figure 4.  
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Figure 4. Use Case Diagram for Prognostics System 

The figure depicts the suspension sensor data and the measured response of the vehicle 
interfacing with the system.  This data sent to the prognostics system is used in the sensor 



data manipulation algorithms.  The data received is suspension sensor data and vehicle 
sensors.  The processes performed in sensor data manipulation include digitization, 
filtering, and data quality checking algorithms.  The data fusion and damage algorithms 
use the output of the sensor data manipulation and incorporate engine data to calculate 
damage.  The life remaining (prognostics) is calculated from the damage algorithms and 
the mission profile entered by the maintainer. The maintainer may also download the life 
of the components at this point.  The alert messages use the prognosticated life remaining 
to decide when to display messages to the driver and maintainer.  The use cases shown in 
Figure 4 are sequential tasks.  The output of the previous use case is needed before 
completion of the current use case.  

Use Cases with Activity Diagrams  

Activity diagrams provide visual documentation of sequences of tasks. They especially 
are useful for activities governed by conditional logic, and the flow of events running 
concurrently.  

 Use Case 1. Sensor data manipulation (filtering, digitization, data quality 
 checking) 

Primary Actor: Vehicle Response & Suspension Sensor Data 
Description: The measured vehicle response (interior vehicle sensors) and 
suspension sensor system data are filtered, digitized, and verified for data quality. 

 Pre-conditions: The sensors are calibrated, and the vehicle is ready for missions.  
 Flow of Events:  

1. Vehicle is driven across terrain. 
2. Sensors measure vehicle response created by vehicle usage. 
3. Suspension sensor system sends data to prognostics system. 
4. All data are filtered. 
5. Filtered data is digitized. 
6. Digitized data is sent through data quality algorithms. 
7. Quality data is sent on. 

Alternative Flow of Events:  

7.   Data did not pass quality checking algorithms.                                                              
8.   Inaccurate data ignored or replaced with representative data.                                                                              
9.   “Flag” data that did not pass quality algorithm.                                          
10.  “Flag” and data are sent on.                                                                                                                                                                                   

Post-condition: Data are sent to data fusion algorithms.  
Assumption:  The maintainer and driver are trained in appropriate action when an 
alert occurs. Data received are quality data. 



The activity diagram for this use case is given in Figure 5. 

 

 

Figure 5. Activity Diagram for Sensor Data Manipulation 

 

Use Case 2. Data Fusion and Damage Algorithms 

 Primary Actors: Engine Data Bus 
 Description: Quality data is processed through the data fusion and damage 



 algorithms. 
 Pre-condition: The engine data bus and quality data are ready for processing.  

Flow of Events:  

1. Data from engine bus are received. 
2. System fuses (incorporates) quality suspension, vehicle, and engine data. 
3. Usage profile is estimated. 
4. Damage is calculated for components. 

Alternative Flow of Events: None 

Post-condition: Damage accumulation is sent to prognostics algorithms. 
Assumption: Data reduction and damage algorithms correctly reduce and 
calculate damage. Data reduction and damage algorithms are performed in 
parallel. 

Activity diagram for this use case is given in Figure 6. 

 



 

 

Figure 6. Activity Diagram for Data Fusion and Damage Algorithms 

 

Use Case 3. Prognosticate Life Remaining 

Primary Actor: Driver, Maintainer  
Description: Accumulated damage is used to prognosticate the life remaining.  



Pre-condition: Damage was calculated in damage algorithms.  Maintainer 
entered expected usage profile. 
Flow of Events:  

1. Driver or maintainer enters expected usage profile. 
2. System checks for mission profile. 
3. Prognosticate life remaining based on the damage algorithms. 

Alternative Flow of Events:  

1.   Mission profile is not entered by driver or maintainer.                                                                       
2.   System does not find mission profile. 
3.   System estimates mission profile based on past missions. 
4. Prognosticate life remaining.  

Post-condition: Prognostic results are used to determine which alerts to activate, 
if any. 
Assumption: The predicted amount of damage required for component failure is 
correct.  Mission profile entered by user is accurate of what vehicle will be 
exposed to.  The estimated usage is indicative of what vehicle will see when 
mission profile is not entered. 

The activity diagram for use case three and four are given in Figure 7. 



 

Figure 7. Activity Diagram for Prognostics Algorithms and Alert System 

 

Use Case 4. Alert Messages Sent 

Primary Actors: Driver, Maintainer 

Description: The prognostics results determine when to display alerts to the driver 
and maintainer.  Maintainer can download all components’ life remaining.  
Pre-condition: Prognostic algorithms were performed. 
Flow of Events:  

1. Prognostics algorithms determined life remaining. 



2. Based on component life, determine where to send alerts. 
3. Send alerts where needed. 

Alternative Flow of Events:  

      2.   Components have ample life remaining to complete mission.                                                            
 3.   No alerts are needed.                                    

Post-condition: Driver and maintainer will adhere to alerts. 
Assumption: Driver and maintainer have training on what to do when alert 
messages are sent. 

Activity diagram is given in Figure 7. 

 
 

Requirements 
 

Now that the goals, scenarios, and use cases are defined we can list the requirements.  
These are the high-level requirements that were determined at this stage in the 
development cycle.  The system is also subject to a measure of effectiveness.  The 
effectiveness for this type of system will be defined by how well the system meets its 
requirements and exceeds its goals and expectations.  The customer in a military system 
is the PM, while the soldier is the end user.  The PM will be satisfied as long as the 
system saves money and is accurate in predicting the failures.  The soldier is satisfied if 
the system accurately predicts failures before the vehicle fails.  Another smaller measure 
will be the ability of the soldier to understand and use the prognostics system without 
interfering in his normal duties.  The high-level requirements that help achieve a 
satisfactory level of effectiveness are given in the following section. 

High-Level Requirements  

The following lists are the high level requirements for the system.  They reflect the user, 
performance, and function of the system.   The analysis, test, and training requirements 
are used to verify that the system will perform properly.  In other words they are used to 
verify the user, functional, and performance requirements. 

User Requirements (U#) 

1. Driver understands what alert message means.  
2. Maintainer understands what alert message is for. 
3. Driver or maintainer knows the expected mission profile. 
4. Maintainer understands how to calibrate sensors. 
5. Maintainer orders replacement part before failure. 
6. Driver understands course of action when an alert occurs. 



7. Maintainer understands course of action when an alert occurs. 
8. Maintainer understands data downloading procedure from system. 
9. Alerts must not impede driver’s ability for mission success. 
10. Maintainer resets life of component when that component is replaced. 

Performance Requirements (P#) 

1. Sensors and system are calibrated and operational. 
2. Prognostics system is powered to proper level. 
3. Component’s fatigue limit is known. 
4. Data fusion process leaves accurate data (meet a specified level). 
5. Damage algorithms accurately predict damage accumulation (meet a specified 

level). 
6. Sensor measurements are accurate (meet a specified level). 
7. Prognostics algorithms accurately predict remaining life (meet a specified level). 
8. Statistical distributions applied to components are accurate enough for the highest 

Return On Investment. 
9. Data quality checking captures all anomalies. 
10. Filtering process does not eliminate pertinent data and does not create false data. 
11. Digitization process is accurately represents data for further processing. 

Functional Requirements (F#) 

1. System must be able to monitor components without requiring maintenance, 
downloading, or calibration for every mission.  

2. System must meet all specifications that vehicle meets. 
3. System must operate in all environmental conditions that vehicle experiences, 

including operational (shock and vibe). 
4. Prognostics system must be unobtrusive to the crew. 
5. System must be diverse enough to exist as an add-on system for certain vehicles. 
6. System may not interfere with performance of vehicle. 
7. System and sensors must not create additional signatures. 
8. Statistical distribution applied to component life does not over-predict failure. 
9. Alert must be seen by driver and maintainer, but not intrusive. 
10. Failure of box does not interfere with any other vehicle systems. 
11. System does not send false alert messages. 
12. Calculated life can be reset when new components are installed. 
13. System and sensors must not create EMI. 

Analysis & Test Requirements (A#) 

1. Instrumented test to validate estimated loading. 
2. Test to validate statistical distribution applied to component. 
3. User tests to validate human factors with alert system. 
4. Test to validate system is receiving sensor data. 
5. Endurance test to verify correct components are monitored. 



6. Analysis to provide insight into component selection. 
7. Materials testing to provide fatigue limits of components and to determine 

material properties. 
8. FEA on components to know their fatigue limit. 
9. Test signature of system for interference with vehicle signature. 
10. Test system to verify engine data bus is not overwritten. 
11. Test to verify system does not interfere with suspension sensor system. 
12. Accelerated Life Testing to determine fatigue life of components. 
13. Test to verify system and sensors do not create additional signatures. 
14. Test to verify system does not create EMI. 
15. Endurance test to verify fatigue limit of components and ensure accuracy and 

effectiveness of system. 
16.  Test and analysis to verify data quality algorithms do not eliminate important 

data (algorithms are working properly). 
17.  Test to verify system performs in all conditions vehicle experiences. 
18.  Test to verify filtering process. 
19.  Test to verify digitization process. 

Training Requirements (T#) 

1. Maintainer trained in proper course of action when alerts are given. 
2. Driver trained in proper course of action when alerts are given. 
3. Maintainer & driver trained to understand all aspects of alerts. 
4. Maintainer trained how to reset prognostics system when a new component is 

installed. 
5. Maintainer & driver trained how to enter expected mission profile. 
6. Maintainer & driver trained how to estimate expected mission profile. 
7. Maintainer trained in calibration of sensors and system. 
8. Maintainer trained in part replacement ordering procedure. 

 

Requirements Traceability  

Traceability of Requirements to Use Cases/Scenarios  

Traceability from requirements back to originating use cases/scenarios is given in Table 
1. 
 
 
 
 
 
 
 
 



Table 1. Traceability of Requirements to Use Cases/Scenarios 
 

Requirement Description Scenario Use Case 

U1 
Driver understands what alert message means. 5.5 Display Alert 

Message 

U2 
Maintainer understands what alert message is for. 5.5 Display Alert 

Message 

U3 
Driver or maintainer knows the expected mission 

profile. 5.1 Prognosticate Life 
Remaining 

U4 
Maintainer understands how to calibrate sensors. 1.1 Sensor Data 

Manipulation 

U5 
Maintainer orders replacement part before failure. 5.5 Display Alert 

Message 

U6 
Driver understands course of action when an alert 

occurs. 5.5 Display Alert 
Message 

U7 
Maintainer understands course of action when an 

alert occurs. 5.5 Display Alert 
Message 

U8 
Maintainer understands data downloading procedure 

from system. 5.1 Display Alert 
Message 

U9 
Alerts must not impede driver’s ability for mission 

success. 5.4 Display Alert 
Message 

U10 
Maintainer resets life of component when that 

component is replaced. 6.6 Prognosticate Life 
Remaining 

P1 
Sensors are calibrated and operational. 6.1 Sensor Data 

Manipulation 

P2 
Prognostics system is powered to proper level. 1.3 Sensor Data 

Manipulation 

P3 
Component’s fatigue limit is known. 6.6 Prognosticate Life 

Remaining 

P4 

Data fusion process leaves accurate data (meet a 
specified level). 4.2 

Data Fusion & 
Damage 

Algorithms 

P5 

Damage algorithms accurately predict damage 
accumulation (meet a specified level). 4.4 

Data Fusion & 
Damage 

Algorithms 

P6 
Sensor measurements are accurate (meet a specified 

level). 1.2 Sensor Data 
Manipulation 

P7 
Prognostics algorithms accurately predict remaining 

life (meet a specified level). 6.6 Prognosticate Life 
Remaining 



P8 

Statistical distributions applied to components are 
accurate enough for the highest Return On 

Investment. 
6.6 Prognosticate Life 

Remaining 

P9 
Data quality checking captures all anomalies. 3.2 Sensor Data 

Manipulation 

P10 
Filtering process does not eliminate pertinent data 

and does not create false data. 2.2 Sensor Data 
Manipulation 

P11 
Digitization process is accurately represents data for 

further processing. 2.3 Sensor Data 
Manipulation 

F1 

System must be able to monitor components without 
requiring maintenance, downloading, or calibration 

for every mission.  
1.1 Sensor Data 

Manipulation 

F2 
System must meet all specifications that vehicle 

meets. 1.3 Sensor Data 
Manipulation 

F3 

System must operate in all environmental conditions 
that vehicle experiences, including operational 

(shock and vibe). 
1.3 Sensor Data 

Manipulation 

F4 
Prognostics system must be unobtrusive to the crew. 5.4 Display Alert 

Message 

F5 
System must be diverse enough to exist as an add-on 

system for certain vehicles. 6.6 Prognosticate Life 
Remaining 

F6 
System may not interfere with performance of 

vehicle. 1.1 Sensor Data 
Manipulation 

F7 
System and sensors must not create additional 

signatures. 1.1 Sensor Data 
Manipulation 

F8 
Statistical distribution applied to component life does 

not over-predict failure. 6.6 Prognosticate Life 
Remaining 

F9 
Alert must be seen by driver and maintainer, but not 

intrusive. 5.4 Display Alert 
Message 

F10 
 Failure of box does not interfere with any other 

vehicle systems. 5.5 Display Alert 
Message 

F11 
System does not send false alert messages. 5.5 Display Alert 

Message 

F12 
Calculated life can be reset when new components 

are installed. 6.6 Prognosticate Life 
Remaining 

F13 
System and sensors must not create EMI. 1.1 Sensor Data 

Manipulation 

A1 Instrumented test to validate estimated loading. 4.4 
Data Fusion & 

Damage 
Algorithms 



A2 Test to validate statistical distribution applied to 
component. 6.6 Prognosticate Life 

Remaining 

A3 User tests to validate human factors with alert 
system. 5.4 Display Alert 

Message 

A4 Test to validate system is receiving sensor data. 1.3 Sensor Data 
Manipulation 

A5 Endurance test to verify correct components are 
monitored. 6.5 Prognosticate Life 

Remaining 

A6 Analysis to provide insight into component selection. 6.5 Prognosticate Life 
Remaining 

A7 Materials testing to provide fatigue limits of 
components and to determine material properties. 6.5 Prognosticate Life 

Remaining 

A8 FEA on components to know their fatigue limit. 6.5 Prognosticate Life 
Remaining 

A9 Test signature of system for interference with vehicle 
signature. 1.1 Sensor Data 

Manipulation 

A10 Test system to verify engine data bus is not 
overwritten. 4.1 

Data Fusion & 
Damage 

Algorithms 

A11 Test to verify system does not interfere with 
suspension sensor system. 1.3 Sensor Data 

Manipulation 

A12 Accelerated Life Testing to determine fatigue life of 
components. 6.5 Prognosticate Life 

Remaining 

A13 Test to verify system and sensors do not create 
additional signatures. 1.1 Sensor Data 

Manipulation 

A14 Test to verify system does not create EMI. 1.1 Sensor Data 
Manipulation 

A15 Endurance test to verify fatigue limit of components 
and ensure accuracy of system. 6.5 Prognosticate Life 

Remaining 

A16 
Test and analysis to verify data quality algorithms do 
not eliminate important data (algorithms are working 

properly). 
3.2 Sensor Data 

Manipulation 

A17 Test to verify system performs in all conditions 
vehicle experiences. 1.3 Sensor Data 

Manipulation 

A18 Test to verify filtering process. 2.2 Sensor Data 
Manipulation 

A19 Test to verify digitization process. 2.3 Sensor Data 
Manipulation 

T1 Maintainer trained in proper course of action when 
alerts are given. 5.5 Display Alert 

Message 



T2 Driver trained in proper course of action when alerts 
are given. 5.5 Display Alert 

Message 

T3 Maintainer & driver trained to understand all aspects 
of alerts. 5.5 Display Alert 

Message 

T4 Maintainer trained how to reset prognostics system 
when a new component is installed. 6.6 Prognosticate Life 

Remaining 

T5 Maintainer & driver trained how to enter expected 
mission profile. 5.1 Prognosticate Life 

Remaining 

T6 Maintainer & driver trained how to estimate 
expected mission profile. 5.3 Prognosticate Life 

Remaining 

T7 Maintainer trained in calibration of sensors and 
system. 6.1 Sensor Data 

Manipulation 

T8 Maintainer trained in part replacement ordering 
procedure. 5.5 Display Alert 

Message 
 

 
The analysis, testing, and training requirements are traced back to the functional, 
performance, and user requirements for verification.  The requirement verification table 
is given in Table 2. 
 

Table 2. Requirement to Analysis/Test & Training requirement 
 

Requirement Source Verification 
Requirements 

Requirement Description 
Analysis/Testing & 

Training 
Requirements 

U1 Driver understands what alert message means. T3 

U2 Maintainer understands what alert message is for. T3 

U3 Driver or maintainer knows the expected mission 
profile. T5, T6 

U4 Maintainer understands how to calibrate sensors. T7 

U5 Maintainer orders replacement part before failure. T8 

U6 Driver understands course of action when an alert 
occurs. T2 

U7 Maintainer understands course of action when an 
alert occurs. T1 



U8 Maintainer understands data downloading procedure 
from system. T7, T4 

U9 Alerts must not impede driver’s ability for mission 
success. A3 

U10 Maintainer resets life of component when that 
component is replaced. T4 

P1 Sensors and system are calibrated and operational. A4,T3,T7 

P2 Prognostics system is powered to proper level. A15 

P3 Component’s fatigue limit is known. A7,A8,A12,A15 

P4 Data fusion process leaves accurate data (meet a 
specified level). A1, A15 

P5 Damage algorithms accurately predict damage 
accumulation (meet a specified level). A1, A7, A15 

P6 Sensor measurements are accurate (meet a specified 
level). A4, A15 

P7 Prognostics algorithms accurately predict remaining 
life (meet a specified level). A2, A15 

P8 
Statistical distributions applied to components are 

accurate enough for the highest Return On 
Investment. 

A2 

P9 Data quality checking captures all anomalies. A15, A16 

P10 Filtering process does not eliminate pertinent data 
and does not create false data. A18 

P11 Digitization process accurately represents data for 
further processing. A19 

F1 
System must be able to monitor components without 
requiring maintenance, downloading, or calibration 

for every mission.  
A15, T2 

F2 System must meet all specifications that vehicle 
meets. A17 

F3 
System must operate in all environmental conditions 

that vehicle experiences, including operational 
(shock and vibe). 

A17 

F4 Prognostics system must be unobtrusive to the crew. A3 

F5 System must be diverse enough to exist as an add-
on system for certain vehicles. A15, A17 



F6 System may not interfere with performance of 
vehicle. A17 

F7 System and sensors must not create additional 
signatures. A13 

F8 Statistical distribution applied to component life 
does not over-predict failure. A2 

F9 Alert must be seen by driver and maintainer, but not 
intrusive. A3 

F10  Failure of box does not interfere with any other 
vehicle systems. A17 

F11 System does not send false alert messages. A15 

F12 Calculated life can be reset when new components 
are installed. T4 

F13 System and sensors must not create EMI. A13 
 

The Object to which the corresponding requirement is linked to is given in Table 3.  The 
table depicts the object in the system for which the requirement is intended for. 

 
Table 3. Requirements to Corresponding Object 

 

Requirement Description Object 

U1 Driver understands what alert message means. Alert System 
U2 Maintainer understands what alert message is for. Alert System 

U3 Driver or maintainer knows the expected mission 
profile. Prognostics Algorithm 

U4 Maintainer understands how to calibrate sensors. Sensors 
U5 Maintainer orders replacement part before failure. Components 

U6 Driver understands course of action when an alert 
occurs. Alert System 

U7 Maintainer understands course of action when an alert 
occurs. Alert System 

U8 Maintainer understands data downloading procedure 
from system. Prognostics Algorithm 

U9 Alerts must not impede driver’s ability for mission 
success. Alert System 

U10 Maintainer resets life of component when that 
component is replaced. Prognostics Algorithm 

P1 Sensors are calibrated and operational. Sensors 
P2 Prognostics system is powered to proper level. Prognostics System 
P3 Component’s fatigue limit is known. Components 



P4 Data fusion process leaves accurate data (meet a 
specified level). Data Fusion Algorithms 

P5 Damage algorithms accurately predict damage 
accumulation (meet a specified level). Damage Algorithms 

P6 Sensor measurements are accurate (meet a specified 
level). Sensors 

P7 Prognostics algorithms accurately predict remaining life 
(meet a specified level). Prognostics Algorithm 

P8 Statistical distributions applied to components are 
accurate enough for the highest Return On Investment. Prognostics Algorithm 

P9 Data quality checking captures all anomalies. Data Quality Algorithms 

P10 Filtering process does not eliminate pertinent data and 
does not create false data. Filters 

P11 Digitization process accurately represents data for 
further processing. Digitization Process 

F1 
System must be able to monitor components without 

requiring maintenance, downloading, or calibration for 
every mission.  

Prognostics System 

F2 System must meet all specifications that vehicle meets. Prognostics System 

F3 
System must operate in all environmental conditions 
that vehicle experiences, including operational (shock 

and vibe). 
Prognostics System 

F4 Prognostics system must be unobtrusive to the crew. Prognostics System 

F5 System must be diverse enough to exist as an add-on 
system for certain vehicles. Prognostics System 

F6 System may not interfere with performance of vehicle. Prognostics System 

F7 System and sensors must not create additional 
signatures. 

Prognostics System, 
Sensors 

F8 Statistical distribution applied to component life does 
not over-predict failure. 

Prognostics Algorithm, 
Components 

F9 Alert must be seen by driver and maintainer, but not 
intrusive. Alert System 

F10  Failure of box does not interfere with any other vehicle 
systems. Prognostics System 

F11 System does not send false alert messages. Alert System 

F12 Calculated life can be reset when new components are 
installed. Prognostics Algorithm 



F13 System and sensors must not create EMI. Prognostics System, 
Sensors 

A1 Instrumented test to validate estimated loading. Damage Algorithms 

A2 Test to validate statistical distribution applied to 
component. 

Prognostics Algorithm, 
Components 

A3 User tests to validate human factors with alert system. Alert System 

A4 Test to validate system is receiving sensor data. Prognostics System, 
Sensors 

A5 Endurance test to verify correct components are 
monitored. Components 

A6 Analysis to provide insight into component selection. Components 

A7 Materials testing to provide fatigue limits of 
components and to determine material properties. Components 

A8 FEA on components to know their fatigue limit. Components 

A9 Test signature of system for interference with vehicle 
signature. Prognostics System 

A10 Test system to verify engine data bus is not overwritten. Engine Bus Data, 
Prognostics System 

A11 Test to verify system does not interfere with suspension 
sensor system. 

Suspension Sensor 
System, Prognostics 

System 

A12 Accelerated Life Testing to determine fatigue life of 
components. Components 

A13 Test to verify system and sensors do not create 
additional signatures. 

Prognostics System, 
Sensors 

A14 Test to verify system does not create EMI. Prognostics System, 
Sensors 

A15 Endurance test to verify fatigue limit of components and 
ensure accuracy of system. 

Prognostics System, 
Components 

A16 
Test and analysis to verify data quality algorithms do 
not eliminate important data (algorithms are working 

properly). 
Data Quality Algorithms 

A17 Test to verify system performs in all conditions vehicle 
experiences. 

Prognostics System, 
Sensors 

A18 Test to verify filtering process. Filters 
A19 Test to verify digitization process. Digitization Process 

T1 Maintainer trained in proper course of action when 
alerts are given. Alert System 

T2 Driver trained in proper course of action when alerts are 
given. Alert System 



T3 Maintainer & driver trained to understand all aspects of 
alerts. Alert System 

T4 Maintainer trained how to reset prognostics system 
when a new component is installed. Prognostics Algorithm 

T5 Maintainer & driver trained how to enter expected 
mission profile. Prognostics Algorithm 

T6 Maintainer & driver trained how to estimate expected 
mission profile. Prognostics Algorithm 

T7 Maintainer trained in calibration of sensors and system. Prognostics System, 
Sensors 

T8 Maintainer trained in part replacement ordering 
procedure. Components 

 
The high-level requirements layering is given in the figure 8.  This figure depicts the 
requirements broken into categories corresponding to classes.  The detailed requirements 
layering will be taken from the low level requirements due to the fact that there are many 
requirements and the tool used to develop them does not adequately display them.   

 
 
 
 
 
 
 
 
 
 



 
 

Figure 8.  High-level Requirements Layering 
 



Some of the internal system requirements were broken into their hierarchical 
requirements layering, they are given in figures 9-13.  Because Microsoft Visio was used 
to create the layering, it was not feasible to display all of the layering on one chart, 
therefore they are broken into systems. 
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Figure 9. Alert System Requirements Layering 
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Figure 10. Sensor System Requirements Layering 

 

 



 
Figure 11. Preprocessing Requirements Layering 
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Figure 12. Life Calculation Algorithms Requirements Layering 
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Figure 13. Prognostics System Level Requirements Layering 
 
 



 
 
System Behavior and Structure 

 

System Behavior  

System behavior shows what a system does or appears to do.  It is represented graphically 
by a model which integrates the functional model and the inputs and outputs.  

A sequence diagram represents the interaction between objects to achieve a desired 
result.  The sequence diagram for prognosticating the life remaining is given in Figure 14.  
The diagram shows that the process of prognosticating the life remaining is sequential 
using data from the previous process to perform the task at hand.   

 

 

 

Figure 14. Sequence Diagram 

A statechart diagram describes the possible states of a class and the interaction between 
states.  The high-level state chart diagram for prognosticating the life remaining and 
sending the appropriate alert is given in Figure 15.  The transitions between the states are 
sequential.  The prognostics system is a real-time system, in which the sensor outputs are 
constantly being filtered and digitized and the subsequent algorithms are performed. 



 
 

Figure 15. Statechart diagram  

System Structure  



One of the ways to represent system structure is through a class diagram.  In a class 
diagram, classes describe the structure and behavior of objects.  The class diagram shows 
the operations and attributes of each class and their hierarchy.  The class diagram is given 
in Figure 16. 
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Figure 16: Class Diagram 
 

 
System Trade-Off Analysis  

 

Performing a trade-off analysis will be discussed in the following section.  Because the 
system is designed to save cost the actual cost of just the hardware will not be a major 
factor.  But other costs associated with the system will be analyzed and optimized.  The 
costs chosen to optimize in the system are: the effect of cost on repair, parts, and 
logistics.  Also, an increase in cost may not increase the performance.  There may be a 
point in which the increase in cost and performance does not benefit the overall system 
performance.   

System Optimization Problems  

1. Wasted Life vs. Cost of Failure 
2. Accuracy vs. Total Cost 



1.  Wasted Life vs. Cost of Failure 

 This possible optimization problem deals with the cost of replacing a part before 
it fails versus the cost of the failure occurring.  A representation of the possible 
distribution for component failure and replacement is given in Figure 17.  The figure 
depicts the failure time and when the part was actually replaced.  The figure also depicts 
the section of the curve for which the part would not have failed, but was replaced before 
it did.  This was known as the “wasted life” of the component.  The possible optimization 
problem will deal with choosing a failure distribution that would maximize the most cost 
savings and also ensure the component would not fail before it is replaced.  A cost is 
associated with replacing the part before failure as well as waiting till failure. The factors 
to consider in the wasted life are: spare part cost, repair cost at motor pool, and the cost of 
the wasted life that was in the component replaced.  The factors to consider for the cost of 
failure are: cost of recovery of vehicle, repairman cost for unscheduled maintenance, cost 
of system availability, and cost of repairing vehicle in the field.  This optimization will 
deal with the cost tradeoff of replacing components early versus replacing parts after they 
fail.  This tradeoff is intended to be a justification for replacing components before they 
fail.  Because of the information that is available at this time, this optimization cannot be 
performed.  The intent is to perform this optimization when the needed data is available. 
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Figure 17. Wasted Life Distribution For a Component 

2.  Accuracy vs. Total Cost 

The optimization for the prognostics system is the tradeoff of the accuracy of the system 
versus the total cost of the prognostics system and repair cost.  All of the following costs 
were based on current estimated data.  The costs associated with the prognostics system 
were the cost of having an accurate prognostics system, hardware costs, engineering 
refinement, and other associated costs.  The costs associated with the repair were part 
cost, repair cost, and the cost of the failure occurring.  The relationship between the 
accuracy of the prognostics system and the failure probabilities were estimated from 
experience.  Figures 18-21 show the estimated relationships.  Equations were fit to the 



estimated data and the equations were used in the non-linear generalized reduced gradient 
method optimization.   The total system cost versus accuracy is given in Figure 21.  This 
plot is the relationship of the previous three plots.  The constraint applied in the 
optimization was that the accuracy of the prognostics system must be greater than 0.3.  If 
this was not applied there would be a tendency among the maintainers to discount the 
credibility of the prognostics predictions.  The actual optimization found a local 
minimum at accuracy of 0.51 corresponding to a system cost of $35,000. 
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Figure 18. Cost of Prognostics 
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Figure 19. Cost of Failure vs. Likelihood of Failure 

Failure Probability vs. Accuracy of Prognostics
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Figure 20. Failure Probability vs. Accuracy 
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Figure 21. Total System Cost vs. Accuracy 

 

6. Verification and Validation
 

Requirements Revisited 

This is a list of requirements that were developed over the course of ENSE 621 and 622.  
The requirements listed here are refinements to that list and are used in the verification 
and validation portion of this project.  The main refinement to the list is the breakdown of 
what would be handed to the designers of the prognostics system, basically design goals 
or requirements for the design engineers.  These are not necessarily requirements that 
would be imposed by the PM or other Army organizations but are vital to the proper 
design of the system.  These requirements vary in the level of detail, some of the 
requirements are close to what the final requirement would be while others are a vague 
description of the requirement.  The vague description is either because the specifications 
or requirements are not yet finalized or because, as in the Army today, the designer is left 
to decide what he or she can design the system to for developmental systems.  Many 
Army systems today state a requirement similar to this: the system will use prognostics to 
eliminate 10% of MTBSA (Mean Time Between System Abort) failures.  This 
requirement does not dictate to the designer how to do prognostics or to what level of 
accuracy or detail.  This requirement just states that the MTBSA requirement of 10% 
failures, are covered by prognostics.  This is why some of the requirements are vague in 
nature and the specifications to meet them are decided ultimately upon the designer.  
Because this particular system is currently a COTS (Commercial-Off-The-Shelf) system, 



some requirements are only laid out as improvements to the designer of the box (we have 
suggested design improvements to the designer and hopefully as a collaborative effort the 
designer and AMSAA will decide if the requirements and improvements meet what goals 
or functions AMSAA wanted or set forth to the designer).  Some of these requirements 
will be altered as the development of the system proceeds.   Some specifications will start 
to develop over the next few months.  A few of the current requirements we would like 
the current system to have is:  

1. A way to remove the data without laptop interface and without requiring 
the laptop to start a new “run.”  Maybe a USB device would suffice. 

2. A power converter of 24 Volts built in to the device, currently it is at 12 
volts and an external converter is used. 

3. A way to enclose the current connectors to a more ruggedized version. 
4. A way to receive the wireless sensors without a converter from digital 

back to analog. 
5. A way to power up the vehicle when the engine is turned on.  Currently 

we are using the cooker, which is turned on when the engine is on.  This is 
not feasible for all variants though. 

6. A way to break the files saved on the computer into smaller file sizes until 
the histogramming algorithms are working. 

These requirements listed were used to generate some of the refinements to this list 
below.  Not all the wishes were used because some of them are only for the development 
phase of the system and would not be implemented in the final system, but they are still 
important for realizing what is needed from this system.  The refined list of requirements 
used for verification is given below. 

Design Requirements (Design Goals or Needs) (D#) 

1. Component’s fatigue limit is known. 
2. System accurately predicts life (meets specs). 

a. Digitization process is accurately represents data for further processing. 
b. Filtering process does not eliminate pertinent data and does not create 

false data. 
c. Data quality checking algorithms meet specified level. 
d. Data fusion process leaves accurate data (meet a specified level). 
e. Damage algorithms accurately predict damage accumulation (meet a 

specified level). 
f. Prognostics models accurately predict remaining life. 

Design Verification Requirements (Test and Analysis to meet Design Goals) (V#) 

1. FEA/Fatigue analysis on components to determine fatigue limit. 
2. Test to determine fatigue life of components. 

User Requirements (U#) 



1. Driver and driver understand protocol for alert messages. 
2. Maintainer or driver knows the expected mission profile or can estimate it. 
3. Maintainer understands how to calibrate and operate the system and 

sensors. 
4. Maintainer orders replacement part before failure. 
5. Maintainer understands data downloading procedure from system. 
6. Maintainer understands the procedure of resetting the life counter when 

that component is replaced. 

Functional Requirements (F#) 

1. System is adaptable to different vehicle platforms. 
2. System must operate in all environmental conditions that vehicle 

experiences, including operational (shock, vibration, temperature). 
3. System must be unobtrusive to the crew. 
4. Driver alert must be seen, but not intrusive or prevent mission success.  
5. System may not interfere with any other vehicle systems or rewrite to any 

data it pulls from the vehicle. 
6. System and sensors must not create EMI. 
7. System is powered on and off when engine is turned on and off. 
8. System must not require any maintenance or calibration for a 7 day 

mission. 
9. Sensors and system are calibrated and operate to specifications. 
10. Statistical distributions of components yield highest Return On Investment 

and satisfy mission and safety requirements for the given platform. 

Analysis & Test Requirements (A#) 

1. User tests to validate human factors with alert system. 
2. Endurance test to verify correct components are monitored and system 

works to requirements. 
3. Component analysis to provide insight into component selection. 
4. Test system to verify engine data bus is not overwritten. 
5. Test to verify system does not interfere with suspension sensor system. 
6. Test to verify system does not create EMI. 
7. Test to verify system meets environmental specs. 
8. Operational test to verify driver and maintainer can operate system 

effectively in combat environment. 

Training Requirements (T#) 

1. Maintainer and driver trained in proper protocol for alerts. 
2. Maintainer & driver trained how to operate and calibrate system. 
3. Maintainer & driver trained how to estimate expected mission profile. 

 



UML Verification of Requirements 

This section covers various levels of detail using UML to assist in verification of 
requirements.  But, after creating the models it appears that some of the models do not 
actually verify the requirements but help spell out what the specifications would be to 
achieve those requirements.  This is ultimately because the system is still in its infancy 
and a lot of details have changed and are evolving as we speak.  By choosing a COTS 
system, some aspects of systems engineering and or requirements engineering may have 
limited the scope of what we would like to have for capabilities.  This is likely due to the 
fact that the system was already designed and we tend to notice pitfalls with it rather than 
its positives.  A lot of these requirements are based upon the use of the current COTS 
system, which is merely a prototype or test system.  The actually system will implement 
some or all the requirements listed here, as well as others that may come up through the 
ongoing development effort.  Other organizations are providing input to what they would 
like to see the system perform i.e., capture certain data parameters, bus data, categorize 
and process certain data.  These are some of the issues which are causing problems for a 
finalized list of requirements.  The system is thought of a “do it all” system.  While we 
are trying to accommodate most parties involved we are still focused on our goals and 
developing what we need the system to do.  This is why requirements and specifications 
and their verification and testing is so important.  The following diagrams depicting the 
functionality on the left and the verification on the right will help us meet those 
requirements and develop the proper test plans for certifying the system.  This allows test 
planning to not be as cumbersome.   After the section on parallel verification, the section 
on verification extension lists the UML functional diagram and the textual chart depicting 
what is needed for verification by demo, test, or analysis.  Both of these tools will be 
helpful in the success of this system. 

 

 

 

 

 

 

 

 

 

 



Parallel Verification Diagrams 

Requirements      Verification Plan 

Requirements: 

F3- System must be unobtrusive to the crew. 
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Figure 22 

 

 

 



Requirements: 

D1- Component’s fatigue limit is known. 
V1- FEA/fatigue analysis to determine fatigue limit of components. 
V2- Test to determine fatigue life of components. 
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Requirements: 
 
F8- System must not require any maintenance or calibration for a 7 day mission. 
F9- Sensors and system are calibrated and operate to specifications. 
T2- Maintainer & driver trained how to operate and calibrate system. 
U3- Maintainer understands how to calibrate and operate the system and sensors. 
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Figure 24 

 



 

Requirements: 

F7- System is powered on and off when engine is turned on and off. 

 

 

 

 

 

Figure 25 

 

 

 

 



 

Requirements: 
 
D2- System accurately predicts life (meets specs). 
F10- Statistical distributions of components yield highest Return On Investment 
and satisfy mission and safety requirements for the given platform. 
A2- Endurance test to verify correct components are monitored and system works 
to requirements. 
A3- Component analysis to provide insight into component selection. 
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Requirements: 

F1- System is adaptable to different vehicle platforms. 
F5- System may not interfere with any other vehicle systems or rewrite to any 
data it pulls from the vehicle. 
A4- Test system to verify engine data bus is not overwritten. 
A5- Test to verify system does not interfere with suspension sensor system.  
T2- Maintainer & driver trained how to operate and calibrate system. 
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Requirements: 

F6- System and sensors must not create EMI. 
A6- Test to verify system does not create EMI. 

 

 

 

 

 

Figure 28 

 

 

 



Requirements: 

F9- Sensors and system are calibrated and operate to specifications. 

F10- Statistical distributions of components yield highest Return On 
Investment and satisfy mission and safety requirements for the given platform. 

D2- System accurately predicts life (meets specs). 

a. Digitization process is accurately represents data for further 
processing. 

b. Filtering process does not eliminate pertinent data and does not create 
false data. 

c. Data quality checking algorithms meet specified level. 
d. Data fusion process leaves accurate data (meet a specified level). 
e. Damage algorithms accurately predict damage accumulation (meet a 

specified level). 
f. Prognostics models accurately predict remaining life. 

A2- Endurance test to verify correct components are monitored and system 
works to requirements. 
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Requirements: 

F2- System must operate in all environmental conditions that vehicle 
experiences, including operational (shock, vibration, temperature). 
A7- Test to verify system meets environmental specs. 
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Requirements: 
  
F3- System must be unobtrusive to the crew. 
F4- Driver alert must be seen, but not intrusive or prevent mission success.  
A1- User tests to validate human factors with alert system. 
T1- Maintainer and driver trained in proper protocol for alerts. 
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Requirements: 

U1- Driver and driver understand protocol for alert messages. 
U2- Maintainer or driver knows the expected mission profile or can estimate it. 
U3- Maintainer understands how to calibrate and operate the system and sensors. 
U4- Maintainer orders replacement part before failure. 
U5- Maintainer understands data downloading procedure from system. 
U6- Maintainer understands the procedure of resetting the life counter when that 
component is replaced. 
T1- Maintainer and driver trained in proper protocol for alerts. 
T3- Maintainer & driver trained how to estimate expected mission profile. 
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UML to Textual Verification 

Requirements: 

F3- System must be unobtrusive to the crew. 
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Other
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Environment
Test Equipment

Other

Resources

Mission crew
Vehicle, System

Indoor testing

Phase 3. System Verification

Method
Small operational scenario testing to 
determine if equipment is unobtrusive 

(crew's opinion)

Resources

Evaluators, Drivers, Maintainers
System hardware, sensors

Vehicle

Visual Inspection

Phase 2. System Interaction

Method

System will be installed on the unused 
portion of the equipment rack and sensors 

are placed in locations where crew 
interaction is minimal

Resources

Designers, Evaluators
System hardware, current and proposed

Measuring equipment
Visual Inspection

Phase 1. Component Verification

Method New hardware must be at least 10% smaller 
than current prototype

 



Figure 33 

Requirements: 

D1- Component’s fatigue limit is known. 
V1- FEA/fatigue analysis to determine fatigue limit of components. 
V2- Test to determine fatigue life of components. 
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Engineers
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Phase 2. System Interaction

Method Results of analysis and testing used to 
create component models for system

Resource
s

Engineers, testers
FEA tools, Fatigue analysis tools, test equipment

Lab, Computer Lab
Components, and test equipment

Phase 1. Design Verification

Method
FEA and testing performed on components 
to verify fatigue limits and expected life of 

components
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Requirements: 
 
F8- System must not require any maintenance or calibration for a 7 day mission. 
F9- Sensors and system are calibrated and operate to specifications. 
T2- Maintainer & driver trained how to operate and calibrate system. 
U3- Maintainer understands how to calibrate and operate the system and sensors. 
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Phase 3. System Evaluation

Method
Evaluators score the demo/test of the 

maintainers to determine if they are trained 
and can perform the required function

Resources

Maintainers, Evaluators
System, Vehicle, Diagnostic Equipment

Repair Facility

Phase 2. System Test

Method Maintainers perform proper calibration if 
needed on sensors or system

Resources

Maintainers, Evaluators
System, Vehicle, Diagnostic Equipment

Repair Facility

Phase 1. System Interaction

Method
Maintainers perform diagnostics on system 

to determine if system or sensors need 
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Requirements: 

F7- System is powered on and off when engine is turned on and off. 
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Phase 3. System Verification

Method Evaluators score the demo/test and verify 
system meets requirements

Resources

Evaluators, Driver
System, Vehicle, Computer Interface

Test Facility
Laptop or system interface

Phase 2. System Interaction

Method

Check via the interface if the system is 
powered down after engine is turned off, 

check if battery backup saves files and shuts 
system down properly

Resources

Evaluators, Driver
System, Vehicle, Computer Interface

Test Facility
Laptop or system interface

Phase 1. System Interaction

Method
Check to see if system powers up when 
vehicle engine is turned on via computer 

interface
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Requirements: 
 
D2- System accurately predicts life (meets specs). 
F10- Statistical distributions of components yield highest Return On Investment 
and satisfy mission and safety requirements for the given platform. 
A2- Endurance test to verify correct components are monitored and system works 
to requirements. 
A3- Component analysis to provide insight into component selection. 

 

Statistical distribution applied
 to component yields a high ROI

Distribution yields high 
rate of mission success
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Phase 3. System Design

Method
Optimization and tradeoff analysis performed 
to find best distribution for mission success 

and ROI

Resources

Engineer or Statistician
Software Suite

Phase 2. System Design

Method
Tradeoff and optimization performed to 

determine the best distribution to apply the  
component for ROI

Resources

Engineer or Statistician
Software Suite

Phase 1. System Design

Method Costs analyses performed to determine likely 
candidates for component monitoring
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Requirements: 

F1- System is adaptable to different vehicle platforms. 
F5- System may not interfere with any other vehicle systems or rewrite to any 
data it pulls from the vehicle. 
A4- Test system to verify engine data bus is not overwritten. 
A5- Test to verify system does not interfere with suspension sensor system.  
T2- Maintainer & driver trained how to operate and calibrate system. 
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Engineer, Evaluator
System, Laptop
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System, Laptop

Phase 4. System Verification

Method
System is programmable in the field if 

necessary, Engineer demonstrates system 
may be reprogrammed for user input

Resources

Engineers
System, Vehicle databus, Laptop to verify

Lab
Many vehicle databus formats

Phase 3. System Analysis

Method
GUI or Firmware interface and software tools 
accept and can decode multiple bus formats 

and sensor inputs

Resources

Engineers
Current Hardware, CAD tools

Phase 2. System Design

Method
System memory and data ports are 

expandable and robust enough to accept 
most hardware formats

Resources

Engineers
Current Hardware, CAD tools

Phase 1. System Design

Method
Engineers analyze current system and 

design system at least 10% smaller than 
current prototype, meeting all specs
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Requirements: 

F6- System and sensors must not create EMI. 
A6- Test to verify system does not create EMI. 
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Test Report, Evaluation Report

Phase 2. System Verification

Method Evaluators certify if system passes test 
based on test report generated by tester

Resources

Testers
System

Lab
EMI equipment

Phase 1. System Test

Method Testers perform standard EMI test to verify 
system passes EMI requirements
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Requirements: 

F9- Sensors and system are calibrated and operate to specifications. 

F10- Statistical distributions of components yield highest Return On 
Investment and satisfy mission and safety requirements for the given platform. 

D2- System accurately predicts life (meets specs). 

g. Digitization process is accurately represents data for further 
processing. 

h. Filtering process does not eliminate pertinent data and does not create 
false data. 

i. Data quality checking algorithms meet specified level. 
j. Data fusion process leaves accurate data (meet a specified level). 
k. Damage algorithms accurately predict damage accumulation (meet a 

specified level). 
l. Prognostics models accurately predict remaining life. 

A2- Endurance test to verify correct components are monitored and system 
works to requirements. 
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Phase 2. System Evaluation

Method
Outside engineering firm analyses data and 

algorithms to determine if they meet 
standards

Resources

Design Engineers, Testers
System Algorithms

Lab

Phase 1. System Test/Analysis

Method
Testing and analysis performed by engineers 

to determine if the system meets the 
requirements for accuracy
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Requirements: 

F2- System must operate in all environmental conditions that vehicle 
experiences, including operational (shock, vibration, temperature). 
A7- Test to verify system meets environmental specs. 
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Phase 3. System Verification/Evaluation

Method Evaluators score test report to certify if 
system passes environmental specifications

Resources

Tester
System

Lab
Shaker Table

Phase 2. System Test

Method
System placed on shaker table to determine 

if it meets vibration and shock specs 
required by that vehicle

Resources

System, Tester
System

Temperature Chamber
Chamber

Phase 1. System Test

Method
System placed in environmental chamber 
while operational to determine if it meets 

temperature specs.
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Requirements: 
  
F3- System must be unobtrusive to the crew. 
F4- Driver alert must be seen, but not intrusive or prevent mission success.  
A1- User tests to validate human factors with alert system. 
T1- Maintainer and driver trained in proper protocol for alerts. 
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Phase 4. System Verification

Method
Evaluators verify the system performs as 
intended and does not interfere with other 

vehicle functions

Resources

Tester
System, Vehicle, Other Systems

Phase 3. System Tests

Method Tests to verify system does not interfere with 
other vehicle functions the system uses

Resources

Soldiers
Vehicle, System

Test Facility

Phase 2. System Tests

Method
Tests given to random soldiers to determine 
if there are any human factors issues with 

this item

Resources

Driver, Evaluator
System, Vehicle

Operational Test Field

Phase 1. Operational System Test

Method
Operational test given to drivers to check if 

system is operation to specs and not 
obtrusive, 99% must be in agreement

 

 

 

Figure 42 

 

 



Requirements: 

U1- Driver and driver understand protocol for alert messages. 
U2- Maintainer or driver knows the expected mission profile or can estimate it. 
U3- Maintainer understands how to calibrate and operate the system and sensors. 
U4- Maintainer orders replacement part before failure. 
U5- Maintainer understands data downloading procedure from system. 
U6- Maintainer understands the procedure of resetting the life counter when that 
component is replaced. 
T1- Maintainer and driver trained in proper protocol for alerts. 
T3- Maintainer & driver trained how to estimate expected mission profile. 
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Phase 3. System Evaluation

Method Evaluator scores system and parties 
involved, certifies if system passes test

Resources

Maintainer, Evaluator
Vehicle, System
Repair Facility

Phase 3. System Verification/Evaluation

Method
Maintainer protocol for alert message is 
evaluated after vehicle is placed in repair 

facility

Resources

Driver, Evaluator
Vehicle, System

Test field
Seeded alert message

Phase 2. System Verification

Method
System performed exercises and seeded 
alert message sent, Evaluators check if 

driver follows alert message protocol

Resources

Maintainer, Crew Chief
Vehicle, System
Repair Facility

Phase 1. System Test

Method
Maintainer asks crew chief for expected 
mission profile, if unknown maintainer 

estimates it
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