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Research vision

Decision making based on distributedly available information and
jointly with the human
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Research @ ITR

Research fields
� co-design of control & communication/computation protocol
� distributed decision making and control architectures
� cooperation & negotiation schemes (including human)
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Towards networked telerobotic systems

� control loop closed over communication network ⇒ stability
� human should feel like directly interacting ⇒ transparency
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Towards cooperative mobile manipulation

� distributed sensing and control
� closed kinematic chains under uncertainty
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Towards physical human-robot interaction

� uncertain human behavior, direct physical coupling
� intuitive cooperative control schemes
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Towards visual-haptic mobile manipulation

� distributed sensing
� cooperative decision making under uncertainty (incl. human)
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Cyber-physical systems

are physical, biological and engineered systems whose operations
are monitored, coordinated, controlled and integrated by a com-

puting and communication core.

Enabling technologies:

Towards embedded intelligence

increasing complexity in control tasks vs. embedded (distributed
& mobile) computation and communication
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Selected CPS application examples

Networked & cooperative robotics
� micro-robots, autonomous, smart spaces

Body area sensor networks
� wireless sensors/actuators in/on human

Production systems & smart homes
� wireless sensors, plantwide control

Infrastructure systems
� intelligent traffic systems, power grids
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Resource constraints in CPS

� growing system complexity (higher computational
requirements) vs. miniaturization / mobility of smart devices

Resource constraints due to
� energy constraints
� communication limitation

� limited computational power
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Resource challenge in a control system

Constrained resources
� Feedback loops compete
for a shared resource.

� Scheduler assigns re-
sources to subsystems.

shared resource

Desirable properties of schedulers

� guarantee stability
� maximize control perfor-
mance

� decentralized
� flexible
� tractable design

intro single loop multi loop

12



Time-triggered scheduler design
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Time-triggered scheduler (round robin)

⊕ guarantee stability
⊕ tractable design
⊕ decentralized

⊖ not flexible
⊕⊖ control performance?
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Event-triggered scheduler design

2

3

3

3

2

2

2� � � �� 2� �� X� ���

idle
blocking

E1

E2

E3

Decentralized event-triggered scheduler

⊕ decentralized
⊕ flexible

⊕⊖ guarantee stability?
⊕⊖ control performance?
⊕⊖ tractable design?
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Today’s menue

� Introduction: research at ITR and resource constraints in CPS
� Event-triggered control: towards co-design in single loop
� Fair resource sharing in multi loop systems
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Time-triggered vs. event-triggered sampling
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Event-triggered control: smaller state vari-
ance for same (mean) sampling interval h: EET[x

2] = ETT[x
2]

3

Result
Event-triggered outperforms time-triggered sampling.
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Co-design of control & transmission strategy

Co-design problem

Find controller/transmission strategy for optimal trade-off
� control performance (⇒ high update rate)
� communication/energy (⇒ poor control performance)

transmission strategy

given fixed find optimal

given fixed control o
√

find optimal control
√

?
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Related work in event-triggered systems

� Stochastic:
� [Rabi and Johansson, 2006]
� [Cervin and Henningsson, 2008]
� [Lipsa and Martins, 2011]
� [Rabi, Moustakides and Baras, 2012]

� Nonlinear:
� [Tabuada, 2007]
� [Lunze and Lehmann, 2010]
� [Donkers and Heemels, 2012]
� [Tallapragada and Chopra, 2012]

The co-design question

Can we design the optimal controller & event-trigger jointly?
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Extended linear quadratic problem (1)

PC

N

E

zk xkuk

δk

� Linear process P with white Gaussian noise

xk+1 = Axk +Buk + wk wk, x0 ∼ N(0, Cw/x0
)

� Ideal communication:

zk =

{

xk δk=1

∅ δk=0
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Extended linear quadratic problem (2)

PC

N

E

zk xkuk

δk
� controller C: uk = γk(IC

k )

� event-trigger E :

δk= fk(IE
k ) =

{

1 send xk

0 otherwise

IE

k , I
C

k : observation available at E/C

Central problem

Find γ = [γ0, . . . , γT−1] and f = [f0, . . . , fT−1] that minimize cost

J(f , γ) = E
[

xTTQTxT +
T−1∑

k=0

(

xTkQxk + uTkRuk + λδk

) ]

⇒Hard optimization problem (distributed information pattern)
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Compare with classical LQ-problem

Measurement equation:

zk = Cxk + vk

Optimization problem:

min
γ

E

[

xTTQTxT +
T−1∑

k=0

(

xTkQxk + uTkRuk

)
]

Separation principle

The optimization problem can be split into 2 subproblems:

� regulator problem
� estimation problem

uk = γ∗(IC
k ) = −Lk E[xk|IC

k ]

⇒ allows efficient design of the optimal control law
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Optimal event-triggered control law

Find optimal f, γ, such that

min
f,γ

E

[

xTTQTxT +

T−1∑

k=0

(

xTkQxk + uTkRuk + λδk

)
]

Theorem 1: Certainty equivalence of γ∗ [M&H TAC’13]

The certainty equivalence controller is optimal

uk = γ∗(IC
k ) = −Lk E[xk|IC

k ]

⇒ separation: regulator vs. scheduling/estimation problem
⇒ control law efficiently computable
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Main result (details)

Optimal controller uk = γ∗k(IC
k ) = −Lk E[xk|IC

k ]

Optimal observer
scalar case (full separation) [M&H, ADHS, 2012]

E[xk|IC
k ] =

{

xk δk = 1

(A−BLk)E[xk−1|IC
k−1] δk = 0

Optimal event-trigger is the solution of the dynamic program

min
f

E
[

[

T−1∑

k=0

(1− δk)e
T
kL

T
kΓkLkek + λδk

]

,

s.t. ek+1 = (1− δk)Aek + wk

with Γk = R+BTPk+1B and e0 = x0 − x̄0.
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Optimal event-triggered control system

1
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N

event-trigger
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Optimal event-triggered control system
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Extensions to non-ideal communication

plantcontroller

bi directional
communication channel

qk−(T1+T2)

event-
trigger

zk−T1
xkuk

qk =

{

1 success

0 drop-out

T1

T2

δk

� Information pattern not
nested

� T2 = 0 ⇒ Th.1 applies.

� T2 > 0 restriction to special
strategies ⇒ Th.1 applies.

With packet dropouts and time-delay [M&H, NecSys’10]

Certainty equivalence controller optimal for special cases
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Extension to infinite horizon

Average cost:

J = lim
T→∞

1

T
E

[
T−1∑

k=0

xTkQxk + uTkRuk + λδk

]

Assumption:
� (A,B) stabilizable, (A,Q

1
2 ) detectable

Results [M&H, ACC’11]

� Certainty equivalence controller is optimal.
� Stochastic stability w.r.t. bounded 2nd order moment
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Numerical comparison (1)

� system parameters A = B = 1, wk ∼ N (0, 1)
� event-triggered scheme: threshold policy
δk = f∗(ek) = 1{|ek|>dλ}
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Numerical comparison (2)
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System parameter:
A = B = 1, wk ∼ N (0, 1)
Performance measures:

JC = lim
T→∞

1

T
E

[
T−1∑

k=0

x2

k

]

r = lim
T→∞

1

T
E

[
T−1∑

k=0

δk

]

Threshold policy

δk = f∗(ek) = 1{|ek|>dλ}

Result:
Event-triggered outperforms time-triggered scheduler.
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Today’s menue

� Introduction: research at ITR and resource constraints in CPS
� Event-triggered control: towards co-design in single loop
� Fair resource sharing in multi loop systems

intro single loop multi loop

30



Multi loop - how to allocate resource?

shared resource
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Microscopic level (local subsystem)

PiCi

shared resource

Ei

zi
k

xi
k

ui
k

δi
k

qi
k

� linear process Pi with additive Gaussian white noise

xik+1 = Aixik +Biuik + wi
k wi

k, x
i
0 ∼ N(0, Cwi/xi

0
)

� resource with blocking variable qik ∈ {0, 1}

zik =

{

xik δik=1 ∧ qik=1

∅ otherwise
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Microscopic level (subsystem)

PiCi

shared resource

Ei

zi
k

xi
k

ui
k

δi
k

qi
k

� controller Ci:
uik = γik(Z

i
k)

� scheduler Ei:
δik = f i

k(X
i
k)

� individual cost function

J i = lim
T→∞

1

T
E

[
T−1∑

k=0

x
i,T
k Qixik + u

i,T
k Siuik

]

� individual request rate

ri = lim
T→∞

1

T
E[

T−1∑

k=0

δik]
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Macroscopic level (global resource)

Resource constraint

N∑

i=1

qikδ
i
k ≤ c ∀k

c: capacity of the resource

Social cost minimization:

min
f1,γ1,...,fN ,γN

1

N

N∑

i=1

J i
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Problem relaxation

Idea: [M&H J. DEDS’13]

Replace
∑N

i=1 q
i
kδ

i
k ≤ c with an average constraint

∑N
i=1 r

i ≤ c

Relaxed problem:

min
f1,γ1,...,fN ,γN

1

N

N∑

i=1

J i, s.t.

N∑

i=1

ri ≤ c
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Problem relaxation

Idea: [M&H J. DEDS’13]

Replace
∑N

i=1 q
i
kδ

i
k ≤ c with an average constraint

∑N
i=1 r

i ≤ c

Relaxed problem:

min
f1,γ1,...,fN ,γN

1

N

N∑

i=1

J i, s.t.

N∑

i=1

ri ≤ c

Bi-level design approach:
Dual formulation with Lagrange multiplier λ

max
λ≥0

min
γ1,f1

(J1 + λr1)

︸ ︷︷ ︸

Level 1

+ · · ·+ min
γN ,fN

(JN + λrN )

︸ ︷︷ ︸

Level 1

−λc

︸ ︷︷ ︸

Level 2
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Bi-level design approach (1)

Level 1

� Local design of controller and scheduler
� Corresponds exactly to the single-loop case

=⇒ Theorem 1 applies.
Controller: γi,∗

uik = γ
i,∗
k (Zi

k) = −Li E[xik|Zi
k]

Scheduler: f i,∗

min
f i

J i + λri, λ ∈ (0,∞)

Threshold policy:

δik = f i,∗(Xi
k) = 1{|ei

k
|>di,λ}

0 1
 

 

rate ri

co
st

J
i

feasible
region

di,λ → ∞

di,λ = 0

λ
Pareto frontier
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Bi-level design approach (2)

Level 2

global rate allocation of individual transmission rates ri:

min
{r1,...,rN}

1

N

N∑

i=1

J i(ri)

s.t.
N∑

i=1

ri ≤ c

Note: J i is decreasing and convex in ri.
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Properties of the design approach

� robust stability condition (independent of other loops
behavior)

c

N
> 1− 1

‖Ai‖22
∀i ∈ {1, . . . , N} (⋆)

Theorem 2: Asymptotic optimality

If (⋆) is satisfied, then the cost of the bi-level approach converges
to the optimal cost for N → ∞ (with c

N = const.).

� computational complexity
� level 1: local design of controller and event-trigger

- solution of ARE and value iteration (offline possible)
� level 2: resource allocation

- convex optimization
⇒ tractable design
intro single loop multi loop
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Distributed adaptive design

Decentralization of the resource allocation (level 2)
[Shakkottai and Srikant, “Network optimization and control,” 2007]

min
{r1,...,rN}

1

N

N∑

i=1

J i(ri) s.t.

N∑

i=1

ri ≤ c

Consider the dual problem

max
λ≥0

min
{r1,...,rN}

1

N

N∑

i=1

J i(ri) + λri − λc

︸ ︷︷ ︸

g(λ)
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Distributed offline method

Partial derivative:

∂g(λ)

∂λ
=

N∑

i=1

ri

︸ ︷︷ ︸

:=y

−c

Projected gradient ascent method:

λk+1 = [λk + βk(yk − c)]+

Remarks
� Choosing step size βk small enough =⇒ λk → λ∗

� Procedure independent of actual process dynamics

[·]+ := max{0, ·}

βk > 0
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Adaptive sample-based algorithm

Problem: The gradient ∂g(λ)
∂λ is not known exactly.

Idea: Adaptive sample-based Algorithm that approximates ∂g(λ)
∂λ :

λ̂k+1 = [λ̂k + βk(ŷk − c)]+. (1)

ŷk is an estimate of the expected average total rate y:

ŷk+1 =
TW − 1

TW

ŷk +
1

TW

N∑

i=1

(δik+1 − δik−TW+1) = hTW
(ŷk, ·)
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Structure of the multi-loop system

P i

f i,λ̂k,∗

zi
k

xi
k

zi
k−1

δi
k

event-trigger

resource manager

λ̂k+1 = [λ̂k + βk(ŷk − c)]+

ŷk+1 = hTW
(ŷk, ·)

ei
k

T

E[xk|Z
i
k
]

E[xk|Z
i
k−1]

ui
k

Li

broadcast λ̂k
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Performance comparison

Parameter:
A1 = 1.25, A2 = 0.75

B1 = B2 = 1
c

N
= 0.5

Cost:
J i = lim

T→∞

1

T
E[

T−1∑

k=0

(xi
k)

2]

Bi-level approach:
Li = Ai, λ∗ = 0.5
δ1
k
= 1{|e1

k
|>0.52}

δ2
k
= 1{|e2

k
|>0.9}
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Event-triggered outperforms time-triggered scheduler.

intro single loop multi loop

43



Distributed design mechanism (1)

N = 2, only relaxed constraint active
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Adaptive sample-path algorithm converges to optimal parameters.
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Distributed design mechanism (2)

N = 2, resource constraint
∑N

i=1 q
i
kδ

i
k ≤ 1 active
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Increased price λ and hence increased thresholds d1, d2
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Distributed design mechanism (3)

N = 100, resource constraint
∑N

i=1 q
i
kδ

i
k ≤ 50 active
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Closer convergence to optimal parameters for greater N .
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Flexibility (1)

Flexibility:

Possibility of attaching/detaching subsystems during runtime.

� Time-triggered
- Need for a global rescheduling of all subsystems
- Non-trivial combinatorial search

� Event-triggered
- Thresholds adapt to changes in the overall system via
the distributed pricing mechanism
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Flexibility (2)

N = 2 for k ∈ [0, 4000), N = 4 for k ∈ [4000, 10000]
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k

N = 4

Adaptation via pricing mechanism to two attached subsystems at
time step k = 4000.
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Summary

Time-triggered Event-triggered

Property bi-level approach

Stability guarantee ⊕ (⋆)-cond. ⊕
Tractable method ⊕ Theorem 1 ⊕
Control performance ⊖ Theorem 2 ⊕
Distributed design ⊖

Pricing mechanism
⊕

Flexibility ⊖ ⊕
Predictability ⊕ ⊖
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Conclusion & Outlook

� Joint design of control and communication protocol
� Fair resource sharing in multi-loop systems through bi-level
approach and dual pricing mechanism

� Sufficient stability condition, local criteria
� Convergence to optimal cost/price for N → ∞

� Distributed adaptive design for tractable reconfiguration (not
in this talk: convergence can be shown)

Event-triggered mechanism enables tractable and flexible fair con-
trol in large-scale systems
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A first implementation in visual servoing
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And sometimes they also have fun ...
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