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From the ISR Director

I am very proud of the success and distinction of
the ISR over the past five years; these have been the
result of vision, creativity, and hard work by the
faculty, staff, students, and industrial partners. The
ISR and its faculty and students have continued to
receive recognition for their outstanding research
program. Our successful recent research programs
include the NASA-funded Center for Satellite and
Hybrid Communication Networks, the new Ad-
vanced Telecommunications and Information
Distribution Research Program funded by the Army
Research Laboratory, and the program in semicon-
ductor manufacturing funded by a supplemental
grant from NSF. After a major strategic planning
effort and success in an open competition, the ISR
was re-established as an NSF Engineering Research
Center, and we are in the process of transitioning to
“self-sustaining ERC” status within the NSF ERC
program.

I feel great pride in the quality of our education
programs and the recognition they have received.
Our comprehensive education program was high-
lighted both in the NSF publication “Highlights of
Engineering Research Centers Education Programs”
and in the 1994-1995 Annual Report of NSF to the
President of the United States. Our Master of Science
in Systems Engineering has increased in size and
quality and has become a strong and vibrant aca-
demic program. The Master of Engineering in
Systems Engineering, designed for the practicing
engineer, began in 1995. This year, the ISR offered a
series of short courses, developed from critical
elements of the MSSE courses, for engineers at

NASA/Goddard. At the undergraduate level, we are
launching the ambitious and pioneering Gemstone
program. I am delighted that we have continued to
receive NSF funding for our summer Young Scholars
Program for high school students.

Our Industrial Partnerships program has grown
significantly, and has recently included the addition
of such companies as Advanced Micro Devices,
Silvaco, TD Technologies, and Bentley Systems. We
have continued to work closely with our Sustaining
Partners, Northrop Grumman and Lockheed Martin,
and I am grateful for their support. ISR research is
increasingly having a significant impact in industry,
and our students are highly sought after by compa-
nies. For example, projects with industry involving
ISR faculty have won a number of “best project”
awards from the Maryland Industrial Partnerships
Program.

I feel privileged to have been able to work with
the ISR community to continue to make the ISR the
dynamic and exciting organization that it has
become. I look forward to working with the new
Director to meet the challenges and opportunities
facing the ISR and to maintain its excellence and
leadership in research, in education, and in indus-
trial collaboration.

—Steven I. Marcus, Director 1991–1996

Dr. Gary W. Rubloff was appointed the Institute's Director in August
1996. Dr. Rubloff also holds a joint appointment with ISR and the
Department of Materials and Nuclear Engineering.
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The mission of the Institute of Systems Research is
to develop the fundamental knowledge and tools
necessary for the integration of heterogeneous
systems. The fulfillment of this mission is of critical
importance to the global competitiveness of U.S.
industry and during the past year, the ISR has made
significant strides in advancing those objectives.

ISR research is driven by the present and future
needs of U.S. industry. The ISR works with a wide
range of industrial partners, to jointly identify future
critical systems level research issues. A clear need has
emerged for methodologies and tools that facilitate
the integration of diverse technologies into better
products and processes, as well as for cross-disciplin-
ary education programs to fulfill the need for engi-
neers who can understand and apply these advances
in industry.

Systems challenges for industry over the next
decade will arise in domains that include consumer
products, manufacturing processes ranging from
electronic materials processing to machining and
very large scale systems such as flexible factories and
communication networks. These systems will share a
number of significant characteristics. They will be
systems that change over time and for which there
are critical time constraints. They will be modular
and spatially distributed; increasingly complex
functionality will be expected from them. They will
incorporate many different technologies.

In short, engineers will be designing and control-
ling heterogeneous systems—systems that consist of
diverse components and involve diverse technolo-
gies, but that must be made to work together in an
efficient and cost-effective manner. For example,
communication networks are composed of satellites,
mobile users, fiber networks, receivers, transmitters,
computers and databases—all of which must be
managed or controlled to insure seamless operation.
Systems for microelectronics manufacturing will

include chemical and physical processes, tem-
perature sensors, gas analyzers, wafer state sensors,
electromechanical mass flow controllers, computers,
software and databases, all of which will be con-
nected into a network. In order to meet future
requirements, such systems must be integrated—that
is, their components must be combined into a
coherently functioning and unified whole.

The key technical issues in the integration and
management of complexity in heterogeneous systems
are best framed in terms of control, communication
and computing. These fields have traditionally
provided the appropriate language for studying
systems, through concepts such as representations of
signals, systems, information and related data
structures—and now we believe these fields will
provide similar tools for heterogeneous systems. Real
time constraints and requirements for high perfor-
mance over time point to the need for control. Signal
processing and communication methodologies
underlie the processing and understanding of sensed
signals; however, sensing and signal processing must
be integrated with control for use in feedback control
systems. For these reasons, we believe that a common
set of underlying methodologies and tools, built on
the foundation of control, communication and
computing, can be developed and will provide the
key to progress in the integration of heterogeneous
systems.

The ISR’s ability to synthesize and combine
existing and new technologies into better systems
fills a critical need in this time of economic
restructuring. Such integration is not feasible in a
traditional research structure featuring individual
researchers. As the most difficult problems appear at
the boundaries between disciplines, any serious
advance toward the vision stated above requires the
established cross-disciplinary structure and strategic
research program of the ISR. ✤

Vision
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ISR research focuses on the development of
fundamental knowledge and tools for the integra-
tion of heterogeneous systems. New types of models
and new methodologies are needed before engineers
can perform integrated design and control of com-
plex heterogeneous systems. These models must be
hybrid models, in the sense that they include both
continuous waveforms and logical variables, with
dynamics modeled by both differential equations
and automata and they may involve formal lan-
guages as well.

Industry can gain great advantage from a meth-
odology that enables engineers to perform trade-offs
and to better understand the systems they design. A
model-based systems approach is the key. It is
essential for performing tradeoffs—e.g., whether to
route data through satellite or terrestrial links, or
tradeoffs involving cost, quality and manufactur-
ability in manufacturing systems. Taking a systems
view can lead to the implementation of additional
functionality with little added cost. For example,
sensors for anti-lock brakes have been combined
with the engine control system in automobiles to
generate the additional functionality of anti-spin
traction control. Similar possibilities exist, for
example, in microelectronics manufacturing where
sensors designed for diagnostics can be integrated
with control systems for the purpose of feedback
control.

However, there are serious barriers impeding the
integration of heterogeneous systems and the ISR is
focusing its research efforts to develop appropriate
methodologies and tools (see Figure 1 below).

Strategic Plan

The ISR is focusing its research efforts to develop
methodologies and tools for:

• Modeling and Simulation of Heterogeneous
Systems. Generic models that can be applied
across a wide range of industrial applications do
not exist. For example, what class of hybrid
models will play the role that differential equa-
tions have in circuits and more classical control
systems? How will we model succinctly systems
with diverse components involving both wave-
forms and logic? We believe that answers to these
questions can be built on the foundation of the
models we have devised for hybrid analog/
digital systems and for integrated planning and
motion control.

• Intelligent Control of Heterogeneous Systems.
New model-based intelligent control methodolo-
gies are needed, based upon these models. There
must be rational design procedures, as well as
hierarchical and feedback control structures to
manage complexity. Such methodologies are
emerging; they will build on work in motion
control, nonlinear control and discrete event
control.

• Combining Diverse Physical Modules at a
Higher Level. The combining of diverse physical
modules should be done at the information layer
as opposed to the physical layer. Models must be
linked across disciplines and levels of detail. One
promising approach is to develop a new method-
ology for object based system representation. This
methodology must enable integration of new
systems with legacy systems in which companies
have invested heavily.

• Trade-Off Analysis for Heterogeneous Systems.
The design and operation of heterogeneous
systems will require methods for optimization
and trade-off analysis that go far beyond tradi-
tional methods and will involve research in
planning and trade-off analysis in heterogeneous
domains. These methods will build on the success
of such trade-off analysis tools as the ISR’s
CONSOL.

• Signal Processing and Communication for
Heterogeneous Systems. The design and control
of heterogeneous systems involving multiple
sensors, actuators and other subsystems also
require advanced signal processing and commu-
nication algorithms. These involve, for example,
communication for control in which there are
constraints placed on the signal processing and
communication functions when feedback control
is the final goal.

Figure 1  The ISR Research Plan
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The implementation of our vision, which by its
very nature is cross-disciplinary, requires the de-
velopment of synergistic research teams and an
environment that breaks down disciplinary bound-
aries. We have found the structure established at the
ISR to be an effective and unique forum for carrying
such an ambitious program to fruition. We have
organized our research effort into three thrust areas
that address the critical barriers identified above:

• Intelligent Control. This thrust focuses on
modeling, simulation and intelligent control of
heterogeneous systems and model-based sensing
and control.

• Signal Processing and Communication. Major
objectives are the hierarchical representation of
signals and the integration of signal processing,
networking and control in the design and control
of heterogeneous systems, including communica-
tion and control networks.

• Systems Integration Methodology. The focus is
on models, modules and object-based system
representations; trade-off analysis for heteroge-
neous systems; and system architecture.

To ensure that the systems methodologies devel-
oped at the ISR will truly address the needs of a
wide variety of industries, the ISR organizes cross-
disciplinary major projects, each of which provides
an application in an industrial domain. These
projects will help to integrate the research of the
thrusts and will test our fundamental advances and

generate questions that will drive future research.
They build on the strength of our research and
existing industrial relationships.

Significant strides have been made in the Signal
Processing and Communication thrust (and, in part,
in the Systems Integration thrust) through the
funding of the Center for Satellite and Hybrid
Communication Networks and the Advanced
Telecommunications and Information Distribution
Research Program.

In the Systems Integration thrust, plans are in
place for the formation of a Network Management
club and a consortium centered around the theme
“EMSYS: Design and Planning for Complex Electro-
Mechanical Systems.”

In the Intelligent Control thrust, we have already
received supplemental ERC funding with the North
Carolina State ERC in Sensor-Integrated Control for
Semiconductor Manufacturing and the ISR is
becoming a strong presence in this area through its
research, its holding of the May 1996 workshop in
“Model-Based Sensing and Control in Semiconduc-
tor Manufacturing,” and with the addition of Prof.
Gary Rubloff to the ISR faculty and as ISR Director.

Key issues in this transition are: (i) how to main-
tain a core of basic research and continue to work
closely with industry; (ii) how to maintain coherence
and not become fragmented; and (iii) how to de-
velop additional funding to seed research and fund
post-docs and fellowships. ✤

Strategic Plan
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Intelligent Control Systems
Thrust Leader
P.S. Krishnaprasad

Key Faculty
Eyad Abed, EE/ISR
John Baras, EE/ISR
Raymond Adomaitis, Chem.E/ISR
Mark Austin, CE/ISR
Roger Brockett, Harvard
W.P. Dayawansa, EE/ISR
J. Hendler, CS/ISR
P.S. Krishnaprasad, EE/ISR
Steven I. Marcus, EE/ISR
Thomas J. McAvoy, Chem.E/ISR
Linda S. Milor, EE/ISR
Shihab Shamma, EE/ISR
Andre Tits, EE/ISR
Lung-Wen Tsai, ME/ISR
Evan Zafiriou, Chem.E/ISR

Affiliated Faculty
David Stewart, EE/ISR
Miroslav Krstic, ME/ISR
Gregory Walsh, ME/ISR

Intelligent control of products, equipment and
processes is key to structuring, building and operat-
ing heterogeneous systems that function effectively
in complex uncertain environments. The resulting
complex systems function smoothly with appropri-
ate levels of autonomy, primarily because of intelli-
gent control capabilities. Intelligent control exploits
information at multiple time scales, over distributed
and multimodal sensors. The hierarchical structur-
ing of intelligent control systems, meshing well
with fine-to-coarse grain (or signal-to-symbolic)
structuring of information flow is a key to managing
complexity.

The growing awareness of the promise of intelli-
gent control in key sectors of the economy such as
semiconductor manufacturing, automotive assembly
and process equipment is in part stimulated by the
search for solutions to problems of equipment/line
down-time, product quality/uniformity concerns
and environmental safety. The market for user-
adaptive, reliable consumer products demands that
intelligent control be packaged into products. Real-
time reconfigurability of product/equipment
function is then achievable through intelligent
control.

The ISR program is one of fundamental research
in the methodologies of intelligent control, sup-
ported by experimental projects, in collaboration
with industry.

The technical approach emphasizes breadth of
applicability of the methodologies—i.e., we seek
generic solutions to a wide variety of problems.

ISR’s unique contributions
The ISR program is based on group efforts within

ISR and dynamic collaborative efforts with industry.
Ties with SEMATECH initiated in January 1995 have
grown stronger, leading to more direct collabora-
tions with SEMATECH member companies such as
Advanced Micro Devices and Texas Instruments.
Specific ties of this nature have been based on
unique ISR capabilities in modeling, analysis and
control. ISR faculty have been at the forefront of
bringing recent advances in signal processing
methods such as wavelet analysis to bear on a broad
range of technical problems such as thin film ap-
proaches to gas sensing and inversion of spectrally
based temperature sensors. As a result, new ways of
using sensor data in closed loop control have
emerged.

ISR faculty have been at the forefront of nonlinear
modeling and analysis in a wide variety of physical
domains, including continuum mechanics, discrete
electro-mechanical systems and more complex
hybrid systems that include physical and informa-
tion-based couplings. Certain process modeling
problems such as chemical-mechanical polishing
used in semiconductor planarization are extremely
challenging, requiring the integration of thermal,
flow and abrasive regimes and prior ISR expertise
and accomplishments are strongly needed in such
problems.

Major accomplishments in optimization algo-
rithms and software continue to emerge drawing on
earlier successes in FSQP and CONSOL. The use of
geometric control theory to advance the state-of-the-
art in motion control is a key ISR strength. The
introduction of new motion control architectures
based on combined continuous and discrete ele-
ments realized via motion description languages is
another key ISR strength. These advances go to-
gether with a solid experimental program that has
led to prototype hybrid motors and a parallel
manipulator.

Technical approach
A guiding principle governing the architecture for

control of complex heterogeneous systems is the
organization of sensor information flow and actua-
tion in accordance with natural time scale decompo-
sitions in the dynamics (processes). Thus learning
from repeated trials (or run-to-run control) coexists
with model-based feedforward control and real-time
feedback control, as well as supervisory control
loops sensitive to alarm states and process/equip-
ment failure. Effective use of physical models in the

Research Plan
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forward path should take into account trade-offs
between model complexity and computational
burden.

To this end, novel model reduction approaches
are being developed. The use of the modern theory
of distributed parameter control systems based on
evolution equations reveals close ties between
certain rational decomposition approaches based on
controllability (and observability) grammians and
certain widely used computational reduction
methods based on empirical orthogonal functions.
These insights will serve as a useful theoretical
guide in the systematic exploitation of reduced
models in our research.

Extracting (or “mining”) information (or patterns)
from data is a key challenge in dealing with sensors
that generate an abundance of data, e.g. spectral
reflectance sensors in semiconductor processing,
spectral pyrometers and surface mapping sensors.
New techniques based on a combination of deter-
ministic, statistical and neural signal processing will
be heavily exploited in this arena.

Optimization-based design methods will be
further advanced to carry out combined optimiza-
tion of sensing, control and equipment configuration
together with parameter tuning in each case. Issues
of process visibility and learnability will be investi-
gated. Sensor/actuator networking presents an
attractive approach to modularity and
reconfigurability needs in industry. Hybrid models
are needed to develop a better understanding of the
behavior of networked systems. Such hybrid models
along with dynamic simulators and verification
software will provide the basis for performance
evaluation and design of networked systems.

A variety of motion control problems appear to be
amenable to solutions based on sensor/actuator
networking.

Key advances within the past year
Hybrid Models. Significant progress has been

made in a new class of formal languages, called
lattice languages, invented for motion description
with quantization conditions. Applications of this
idea are being made in examples of motor networks.
Analysis of hybrid models with synchronization
conditions has been shown to be useful in the
stabilization of networked systems.

Extensions of Brockett’s motion description
language (MDL) to support hierarchies of interrupts
have been shown to be useful in attacking problems
of motion control of nonholonomic robots.

Neural Network Models. Earlier (pioneering)
work in ISR on a wavelet approach to neural net-

works has been extended to be applicable to recur-
rent networks and multi-dimensional state spaces.
Stability analysis of adaptive controllers based on
this approach has been carried out. Networks for
recognition of patterns (as in visual processing)
require internal degrees of freedom in the
“neurons.”

One approach based on oscillator neurons has
been rigorously shown to be useful for a class of
communication problems. Implementation of this
class of networks in analog VLSI has also been
studied. A nonlinear principal component analysis
network is being tested on chemical process data.
Oscillator networks inspired by neurophysiological
investigations of the auditory cortex are suggesting
new spatio-temporal representations for eventual
applications in sensor signal processing and pattern
extraction.

Semiconductor Process Modeling, Sensing and
Control. Further progress in detailed understanding
of a model of the three-zone RTP system at North
Carolina State University has been made in collabo-
ration with NCSU researchers. Issues of sensitivity
of reconstruction accuracy from reduced order
models have been investigated and quantified.
Modern geometric control theoretic techniques have
been applied to such reduced order models. Run-to-
run process control algorithms have been developed
and tested (including on-site at Advanced Micro
Devices on an etch process).

Data obtained from a spectral wafer reflectance
sensor was supplied by a group at the University of
British Columbia. This data was analyzed by a
combination of wavelet decomposition and principal
components analysis to reveal useful patterns. It was
shown that it is possible to extrapolate wafer tem-
perature from such patterns. A key step in this
approach is a reduction step of the same type used
in dynamic model reduction. The technique appears
to be promising for a variety of other sensory
modalities as well.

Motion Control. A new type of parallel manipula-
tor was designed and prototyped. This manipulator
has been subject to a detailed stiffness analysis and
dynamic models have been developed. The basic
structure has been shown to be sound for possible
large force applications as in machine tools.

Fundamental ideas in motion control of
nonholonomic robots based on modern nonlinear
dynamics, geometric mechanics, symmetry prin-
ciples and reduction have been advanced. These
ideas have been tested in simulation and further
shown to be correct using a prototype nonholonomic
mobile robot built in the Intelligent Servosystems
Laboratory of ISR. This robot and the graphic

Research Plan
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simulation also have served as a useful vehicle for
the investigation of hybrid control strategies com-
bining MDL style behavior programming/composi-
tion with oscillatory motion control primitives. This
work continues in collaboration with researchers at
INRIA.

Motion control techniques based on Lie group
theory have been advanced to include models for
autonomous underwater vehicles. General principles
for strong accessibility properties have been worked
out. These techniques are expected to be of wider
applicability to problems such as those arising in air
traffic control.

A new hybrid motor was designed, fabricated and
tested. This motor combines piezo-electric and
magneto-strictive materials as primitive actuators in

a resonant circuit to produce rectified motion with a
large “gear reduction.” The concept is being submit-
ted for patent consideration.

Control Networks. Two experimental efforts in
control networks involving undergraduate and
graduate researchers have been carried out. Using
networkable motors from Animatics, hybrid control
software has been written including low bandwidth
updates of gains and set points over RS-232 and fast
within-motor PID loops. In one effort it was shown
that it is possible to synchronize the motors using
RS-232 coupling alone, when properly designed. In
another effort, CAN chips have been integrated into
a network for ultimate use in actuator/sensor
networking.

Modeling of motor networks is in progress. ✤

Intelligent Signal Processing
and Communication Systems
Thrust Leaders
Anthony Ephremides, EE/ISR
Prakash Narayan, EE/ISR

Key Faculty
Carlos Berenstein, Math/ISR
Nariman Farvardin, EE/ISR
Thomas Fuja, EE/ISR
Evaggelos Geranoitis, EE/ISR
K.J. Ray Liu, EE/ISR
Armand Makowski, EE/ISR
Shihab Shamma, EE/ISR
Mark Shayman, EE/ISR
Leandros Tassiulas, EE/ISR

Signal processing and communication methodolo-
gies continue to play a central role in the activities of
ISR. They provide the means to reliably and effi-
ciently process and transfer information in and to
control the operation of, a variety of complex
heterogeneous systems. An example is a large
communication network with varied components
including terrestrial high-speed and wireless as well
as satellite subsystems, which provides bandwidth-
on-demand for services involving voice, data, video
and imagery with different performance require-
ments. Another example is a network for control.
The communication infrastructure in the first
example involves diverse components that must
interoperate to provide a transparent medium of
connectivity between heterogeneous users; owing to
the size and complexity of the combined network,
network control is critical to its overall success,
thereby creating a need to “control to communicate.”
In the second example, as in other applications

ranging from smart appliances to HVAC systems,
we must “communicate to control” a complex
system on the basis of inferences from digital (e.g.,
rule-based) as well as analog (e.g., servo) signals;
this involves communication among sensors, deci-
sion-making devices and actuators.

The design and control of such heterogeneous
systems involves a coupling of signal processing and
network control functionalities. For example, the
hybrid nature of sensor signals and hard real-time
constraints imposed by servomechanisms, will affect
protocols for information transfer between sensors
and actuators. Our objective is thus to develop an
integrated approach involving signal processing and
networking methodologies for heterogeneous
systems, such as communication and control net-
works, which will result in superior design and
performance.

ISR’s unique contributions
Over the years ISR has made significant contribu-

tions to basic issues in communication, control and
signal processing that provide a firm basis for the
proposed research and we continue to offer a unique
combination of complementary expertise in this
cross-disciplinary thrust area.

Our major accomplishments in networking
include: key issues in radio networks such as access-
scheduling and spread-spectrum techniques; perfor-
mance evaluation methodologies and a simulation
infrastructure for management, resource allocation
and switching in heterogeneous networks; new
object-oriented data models for hybrid network
management; development of industrial collabora-
tion projects leading to products; and design of
experiments for the NASA ACTS satellite.

Research Plan
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In signal processing, our major accomplishments
include: models for sound processing with applica-
tions to speech analysis and recognition, as well as
perceptual models for real-world imagery with
applications to compression; low-complexity signal
compression schemes as well as error-control coding
and combined source-channel coding methodologies
with applications to speech transmission over digital
cellular mobile links; VLSI algorithms and architec-
tures for fundamental signal processing operations,
e.g., discrete orthogonal transforms and vector
quantization; and adaptive spatial-time domain
signal processing algorithms and low-power archi-
tectures for enhancing antenna spatial diversity with
applications to wireless environments.

Technical approach
Methodologies for hierarchical representations of

signals (in time, frequency and spatial domains) play
a key role in our approach to unified signal process-
ing and networking for communication and control
networks. Such representations have applications
including hierarchical compression for
multiresolution multicasts, ATM cell prioritization to
combat cell losses and dynamic bandwidth alloca-
tion at the interfaces of heterogeneous subsystems.

System constraints will have a major impact on
the choice of signal representation and resulting
system performance. For instance, network conges-
tion levels and corresponding buffer occupancies
can dictate the choice of quantization in a video
codec. Another example is that the choice of com-
pression algorithms for real-time video transmission
affect the bandwidth of a servo loop. Recent ad-
vances in time- and spatial-domain adaptive array
signal processing at the receivers have yielded
significant gains in signal-to-noise ratios at the
receiver outputs; these techniques are well-suited to
rapidly changing channel conditions. These ad-
vances, in conjunction with appropriate multiple-
access control schemes such as TDMA or CDMA,
offer the potential of considerable improvements in
spectral efficiency through spatial diversity, thereby
allowing, for example, more users for a given set of
frequencies in a wireless subsystem.

Modeling and performance evaluation method-
ologies play a pivotal role in design comparisons
and network control; this effort is being carried in
close collaboration with research in the Systems
Integration thrust. Heterogeneous entities, e.g.,
analog and digital signals, will be modeled in a
common mathematical framework. For instance,
analog signals in communication and control
networks, e.g., fluid-flow representations for ATM
traffic and continuous servo dynamics, respectively,
can then be modeled at the same level of abstraction
as digital signals in these networks, e.g., network

control commands and sensor measurements,
respectively.

Key advances within the past year
Unified signal processing and networking. A key to
progress in this area is the development of hierarchi-
cal signal representations so as to support the
multicasting of information through a network to
multiple users with different QoS requirements.

Along these lines, by mean of information-
theoretic methods we have obtained the fundamen-
tal performance limits of quantization schemes for
hierarchical compression.

We also have provided a graph-theoretic formula-
tion and solution to the problem of identifying
optimal compression levels as well as determining
optimal routes for conveying this information to
multiple users with different QoS requirements over
a network with link capacity constraints.

A complete video compression system based on
the discrete wavelet transform was given a real-time
implementation on a Texas Instruments Parallel
Processing Development System; the underlying
algorithm is fully scalable—both spatially and
temporally.

We have developed a method for fast reconstruc-
tion of wavelet-based image coders which is suitable
for telebrowsing applications.

Efficient systolic architectures have been devel-
oped for image compression using wavelet trans-
form and spectral classification and for spectral
classification using an auto-regressive (AR) model.
A new scheme for bit variable encoding associated
with the Ziv-Lempel encoding scheme was shown to
yield significant improvements over previous
known implementations. We introduced a novel
“localized” wavelet-based approach to tomography
which provides significant reduction in radiation
exposure—e.g., for a 256 x 256 image, only 29
percent of radiation exposure is needed for a local
region with a diameter of 16 pixels. We demon-
strated that fractal image modeling can be used to
effectively extract various mammographic features
(e.g., microcalcifications), thereby facilitating the
radiologists’ diagnosis.

Wireless channels and networks. An algorithm for
adaptive rate allocation between source and channel
coding was developed for application over fading
channels and yielded end-to-end performance
improvements by up to 4 dB.

In a related work, we have examined the design
and application of rate-compatible trellis codes
designed for (Rayleigh) fading channels.

Research Plan



1996 ISR Annual Report 11

Systems Integration Methodology
Thrust Leaders
John S. Baras, EE/ISR
Dana Nau, CS/ISR

Key Faculty
Michael O. Ball, BMGT/ISR
Christos Faloutsos, CS/ISR
Michael Fu, BMGT/ISR
Jeffrey Herrmann ME/ISR
Steven I. Marcus, EE/ISR
Ioannis E. Minis, ME/ISR
Nicholas Roussopoulos CS/UMIACS
Ben A. Shneiderman, CS/ISR
V.S. Subrahmanian, CS/ISR
Andre Tits EE/ISR
Guangming Zhang, ME/ISR

Systems integration is central to the ISR vision.
Due to competitive needs, complex heterogeneous

engineering systems are being configured in a
modular fashion. This allows, in the design stage,
modules to be developed in parallel, thus reducing
development time while improving quality, lower-
ing cost and facilitating technology insertion. In the
stage of dynamic control or operation, modularity
induces higher performance, reliable fault tolerant
control and improved adaptation. However, it can be
difficult to decide how to divide the design or
control task into modules and how to integrate their
operation. Interoperability of modules that involve
different functionalities, technologies and design
principles, calls for systems integration at the stages
of design and control. Thus our focus goes well
beyond integration of computer modules (the focus
of other systems integration efforts).

There are basic research challenges in unifying the
methodologies of control, communication and

We have demonstrated how these codes could be
used in conjunction with tree-structured vector
quantization to adaptively optimize mean-square
error performance over fading channels.

We have also developed a medium access proto-
col (MAC) for wireless ATM systems that uses time
division multiple-access with frequency division
duplex and supports CBR, VBR and ABR as well as
delay-sensitive and delay-insensitive services. We
have investigated the effects of bandlimiting on a
Markovian VBR video model due to wireless chan-
nel or receivers with limited bandwidth reception
capability; an appropriate truncated Markovian
model was developed and did allow us to analyze
and optimize connection admission control (CAC)
schemes in multi-hop multicasting networks. We
developed and analyzed optimal power control
schemes for multi-rate CDMA networks for multi-
media wireless (PCS) communications; these power
control schemes account for the channel propagation
characteristics and different transmission rates and
equalize the other-user interference while meeting
the BER requirements of the different traffic types. In
related work, we found ways to accurately evaluate
the coverage areas for CDMA cellular networks with
soft and hard handoff. The effects of power control,
shadowing, fast channel fading and the propagation
features of the medium were taken into consider-
ation. Soft handoff and diversity reception at the
mobile were shown to extend by a significant factor
the area covered by the CDMA base station.

Finally, work continued on the use of Spatial
Domain Multiple Access (SDMA) for wireless
communication which cleverly combines signal
processing and network control.

The SDMA scheme uses an antenna array at the
base station to create a separate beam pattern for
each user, thus allowing multiple users on the same
channel.

We have developed several novel techniques for
simultaneous diversity combining and decoding, as
well as for blind equalization and identification.

Performance evaluation and network control.
Fundamental advances in the past year include the
development of buffer asymptotics for the so-called
Cox traffic model—this is a very versatile class of
statistical models for traffic which exhibit short- and
long-range dependencies; demonstration of the
inadequacy of the Hurst parameter as a sole param-
eter of self-similarity for the purpose of queueing
performance; application of ordinal optimization
techniques to the solution of the voice admission
control problem in voice-data integrated networks;
evaluation of cell loss probability in crossbar
switches with input queueing and finite buffers;
large asymptotics for crossbar switches with input
queueing; efficient schemes for integrating voice and
data traffic in a heterogeneous satellite/terrestrial
network using TDMA in the satellite network and
CDMA in the terrestrial subnetwork; near-optimal
admission schemes for voice and multi-priority data
traffic for networks of LEO and MEO satellites; tools
for fast performance evaluation, sensitivity analysis
and design optimization of multi-link networks with
combined circuit-switched/packet-switched multi-
media traffic; and the use of search theory to heuris-
tically generate paging algorithms which outper-
form existing paging algorithms; and the pioneering
use of SDMA for network control. ✤
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computing to develop models for complex systems
that are comprehensive and cut across the bound-
aries imposed by differences in implementation (e.g.,
analog vs. digital, electrically vs. mechanically
steerable antennas) or in the formulation of models.
Integration of models based on first principles with
models constructed from empirical data on poorly
understood processes is a basic problem. Command
language based user interfaces and standards based
inter-module connections must be incorporated in
the scientific foundations of integration of heteroge-
neous modules. Developing a quantitative theory of
model complexity incorporating the required
heterogeneity is a major challenge. Developing
integration of heterogeneous data for decision
making in heterogeneous domains is a key challenge
for the thrust.

ISR’s unique contributions
The ISR has a worldwide reputation for its

fundamental systems level research and for bringing
the results of this research to practice. We have
achieved many important results including math-
ematical foundations for VLSI algorithms and their
implementation in high-performance circuits,
consistent estimation of system complexity metrics
and optimization-based nonlinear control. Collabo-
rations involving computer scientists have led to
major advances in database technology and algo-
rithms with applications to manufacturing and
communication network management, AI planning
techniques using connectionist and reactive ap-
proaches with applications to robotics and system
fault management, a new theoretical framework for
analyzing hierarchical task network (HTN) plan-
ning, new theoretical foundations for heterogeneous
databases and deductive queries and a wide range of
signal processing and understanding algorithms
(particularly in speech and vision) and their real-
time implementations. The unique environment of
ISR also provides a fertile ground for cross-fertiliza-
tion leading to fundamental discoveries in new
methodologies for systems integration which are not
being developed elsewhere in the depth and breadth
attempted at ISR.

Technical approach
Object-oriented software and object-based system

representation provide a language which can link
models across disciplines and levels of detail.
System modules and algorithms, for example, are
represented as data objects. This approach provides
tools for abstraction, hides heterogeneity, encapsu-
lates domain-specific knowledge in object models
and connects knowledge domains via object interac-
tions. The system model is then contained in an
object-oriented database (OODB). Communication
between disciplines is a major obstacle to effective

environments for systems integration; the object-
oriented approach helps to bridge this gap and
provides a tight link between disciplinary engineers.

A key question we will address is how to compare
and design system architectures for heterogeneous
modular systems. The architecture of control and
communication systems from a fundamental per-
spective has not been systematically studied. This
involves information processing architectures,
control/actuator architectures and decision making
architectures. We will use studies of information
patterns, control complexity measures and commu-
nication protocol overheads to devise descriptions of
systems architectures and methods to control
architectures.

We will advance trade-off analysis to a systematic
methodology using quantitative and analytical
techniques and algorithms, from the empirical and
ad hoc stage that it exists right now. At several
national workshops this has been identified as a
major obstacle for effective systems integration.

Key advances within the past year
Modeling and Complexity

We have continued the study of complexity
metrics for systems consisting of hidden Markov
models (HMM) (as approximations to continuous
models) and finite state automata (FSA) modules.
This relatively simple class is important for the
problems of systems integration that we are cur-
rently investigating: virtual factories and heteroge-
neous communication networks. We also investi-
gated complexity metrics for hybrid systems models,
in particular as they relate to applications of the
thrust methodology in semiconductor manufactur-
ing processes and heterogeneous communication
networks. HMM and FSA models are also essential
for intelligent control systems. We further developed
our results linking model complexity to learning,
control complexity and intelligence. Certain quanti-
tative frameworks for analyzing model complexity
vs. performance were developed. In particular we
have made strong connections with approximate
dynaming programming approaches, AI planning
and differential game methodologies.

We have extended our object modeling to include
both large heterogeneous networks and virtual
manufacturing of electromechanical systems. In
particular we have developed interfaces between
our object models and the legacy databases used so
widely in industry. In particular this includes the
development of efficient middleware systems.

In our virtual factories project, we have devel-
oped and implemented hybrid (Object-oriented and

Research Plan
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Relational) representations of the various data that
exist in an enterprise from parts, processes to labor,
accounting and materials. We have initiated the
development of different views of the data as
appropriate for the different parts of an enterprise.
We developed a new information model that cap-
tures the capabilities and performance of a manufac-
turing plant and implemented it in the same OO
database.

Object-Oriented Databases and Graphical User
Interfaces. We continued the development of
efficient graphical user interfaces linked to Object-
oriented Databases for system modeling and moni-
toring. We developed a new GUI model that allows
the browsing of non-hierarchical data by user
developed partial orders. This was successfully
applied to the network management of large full
mesh connected networks, allowing browsing based
on subnetworks, network elements as well as
performance attribute values specified by thresh-
olds. We developed novel methods for resolving the
display lock problem presented when distributed
databases are browsed with GUIs from different
workstations. The method was successfully demon-
strated in the configuration management of a large
hybrid network. We also investigated the problem of
efficient storage of time series data for fast recovery
and age-based granularity. We developed new
algorithms for fast approximate matching in multi-
media databases based on image content. We have
initiated work to investigate and extend such
methods for manufacturing information networks
and for system architecture component browsing.

Planning and Trade-Off Analysis

We have developed various design critiquing
methods for distributed manufacturing. We contin-
ued the development of a novel multi-criterion
optimization framework for the trade-off analysis
and process selection in the manufacturing of T/R
modules and more general electromechanical
components and systems. Motivated by this multi-
criterion optimization problem we have initiated a
systematic effort to expand CONSOL by the inclu-
sion of discrete variable optimization. We have
initiated a systematic effort for the development of
efficient and fast algorithms to perform multi-
criteria mixed integer continuous optimization. In
addition we have developed the interface to an OO
database for such problems. We also initiated the
integration of multi-criteria optimization with AI
constraint-based reasoning for the development of
trade-off systems.

By combining these results with our recent
developments on heterogeneous databases and
hybrid knowledge bases—which make it possible to

integrate multiple information sources—we will be
able to integrate multiple planning systems for
manufacturing and other systems applications.

Heterogeneous Planning. The challenge has been to
overcome the complexity of domain-independent
approaches to AI planning. Our approach is based
on two components: use developments in hybrid
knowledge bases to integrate a number of informa-
tion sources and use AI planning techniques for
hierarchical task network (HTN) planning.

We developed the first provably sound and
complete HTN planning algorithm and have imple-
mented it in the system “Universal Method
deComposition Planner” (UMCP). UMCP is used as
a testbed to evaluate various planning strategies and
their effects on performance. We focused on under-
standing and evaluating the effects of “commitment
strategies” on the efficiency of HTN. We studied and
compared the following commitment strategies: (1)
Delay variable bindings as much as possible; (2)
Commit to variable bindings as soon as possible; (3)
Select whether to delay variable bindings or commit
them by estimating the No of branches to be created
in the search tree. Our results demonstrate that
method (3) plans more efficiently over a broader
range of planning domains. We used these develop-
ments in the process planning module in EDAPS
(Electromechanical Design and Planning System).

Integration and querying of heterogeneous data-
bases. There is no uniform framework for integrat-
ing/querying heterogeneous data. We developed a
general purpose mathematical structure (MEDIA-
ABSTRACT) that captures the “core” part of differ-
ent types of media data. We developed a single
query language for querying a multimedia DB
system. We developed update methods and efficient
indexing structures for the content of multimedia
DBMSs. A formal logical model theory was devel-
oped for multimedia reasoning. We showed that the
algorithm is efficient: elementary queries are an-
swerable in quadratic time (worst case); Boolean
queries in polynomial time. A System called MACS
for reasoning with media-abstractions was created
jointly with Topographic & Eng. Center, Ft. Belvoir.
The latter was used for terrain reasoning applica-
tions. Our approach showed that a very small class
of linear constraints (difference constraints) can be
used to represent temporal, spatial, QoS, jitter, delay
jitter and cell loss probability constraints. Based on
this we developed a very efficient dynamic program-
ming algorithm to schedule Multimedia Presenta-
tions to the temporal/spatial/quality constraints in
the specification. We plan to pursue applications to
network management related constraints.
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We investigated the problem of distributed
concurrent display of heterogeneous data. This
involved problems with consistency, concurrency
and performance of the GUI and its link to the
OODB. Time performance is critical; client data
caching. The critical problem is to generate consis-
tent and up-to-date views of the database. We
developed an external display schema over the DB
schema. We used display classes encapsulating the
desired user interface functionality. The graphical
elements of the GUI, are instances of display classes:
display objects. We introduced display cache as an
additional level in the memory hierarchy. We
introduced relaxed correctness and a non-restrictive
form of shared locks which we called display locks.

 Focused Research Projects

EMSYS: Design and Planning of Complex Electro-
Mechanical Systems. We initiated the development
of an industry-University consortium in this area,
based on a careful integration of the following
projects.

EDAPS: Electromechanical Design and Planning
System. The vision is to develop an integrated
system for designing and planning the manufacture
of microwave transmit/receive modules. Specific
features include:

• Integration of commercial electronic and mechani-
cal CAD packages such as EESof (Hewlett
Packard) and Microstation Modeler (Bentley
Systems)

• Integration of electronic and mechanical process
planning

• Hierarchical Task Network (HTN) planning
techniques from AI. Plan-based design evaluation
(in progress)

EXTRA: ExpertT/R Module Analyst. The vision is to
develop an IPPD automation tool for electro-me-
chanical products that will integrate product and
process design phases into a single system environ-
ment and will help designer with best overall
decisions including manufacturing considerations.
Specific features include:

• Integration of legacy, relational, object-oriented
DB’s enterprise-wide for product data
management

• Process representation and characterization for
quality and cost assessment

• Multi-objective optimization for trade-off
analysis

HERMES: Heterogeneous Reasoning & Mediator
System. The vision is to create a system for the
intelligent interchange of diverse heterogeneous

information and provide for integration at both the
systems and semantic levels. Specific features
include:

• The ability to run on a distributed platform across
the Internet

• To provide remote access to and integration of
distributed heterogeneous database systems and
other software systems

• To integrate many commercial and third-party
packages DBASE, PARADOX, ObjectStore, Ingres,
flat files, images, video, spatial databases,
newswires, path planning systems, face recogni-
tion systems

IMACS: Interactive Manufacturability Analysis and
Critiquing System. The vision is to achieve DFM by
evaluating manufacturability of CAD designs
during the design phase. Specific features include:

• Include in the domain machines parts and 3-axis
vertical machining center

• To recognize machining features automatically
from the CAD model

• To generate and evaluate alternative operation
plans

• To provide feedback about machining operations,
setups, cost and time

OSPAM: Optimal Selection of Partners in Agile
Manufacturing. The vision is to create a system to
design for manufacture by multi-enterprise partner-
ships including optimal assignment of production
tasks to partners. Specific features include

• The retrieval of similar designs already developed
by partners

• The detection of infeasible design attributes. The
evaluation of design manufacturability with
respect to production capabilities of potential
partners

• The formation of optimal partner networks

• To perform all tasks early in the design cycle.

Network Management. A noteworthy feature of the
proposed fault management system is that it will
have learning capabilities. The challenge here is to
develop systems for Integrated Network Manage-
ment of heterogeneous communication networks.
Network management has been identified by our
industry partners as a key market differentiator. Our
approach includes the following key ingredients:

• Represent the network via on object-oriented
database
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• Develop advanced GUIs linked to the OOBD for
the network

• Invoke dynamic queries from GUI

• Embed constraints in OODB

• Embed multi-criteria optimization and AI search
in OODB

• Integration of configuration, fault and perfor-
mance management

• Our approach offers the following advantages:

• Exploits hierarchical data structures

• Scales up to large networks (300,000 nodes and
larger)

• Develops “performance objects” for performance
management

• Allows multi-resolution performance data storage

• Utilizes link to simulations

• Can handle full mesh graphs via selected subnet-
work hierarchies

Our system supports two types of user queries:
Queries on a single object (such as utilization of a
particular link at sometime, buffer capacity at a
given node, delay and error rate over a specific link);
Queries across objects (such as aggregate delay over
a specific virtual circuit).

It is impractical to store information gathered
over a period of time with the same granularity. We
have developed a scheme that uses three levels of
granularity and automatically reduces precision as
information gets older. We use three processes, one
for each level of granularity. We have implemented
this scheme in a distributed performance model. We
also developed a new efficient browser for mesh
connected graph networks.

We designed a Mesh Network Browser which
explores various partial orders created by the
operator. The Browser is used to invoke dynamic
queries in the OODB representation and allows

selection and display across subnetwork or node
hierarchy. Selection capabilities are based on net-
work element menu, on subnetworks, on filtering
of network elements using specific assignable
attributes.

The Browser is directly connected to the OODB
representing the network for continuous network
monitoring and management. We also developed
and implemented a Wheel Widget Performance Data
Display for simultaneous and efficient utilization of
several performance metrics (e.g. utilization, VPI,
capacity, throughput).

Plans for the future
• Modify and simplify information models for

plants, parts, processes vs. planning complexity.

• Develop a universal framework for integration of
heterogeneous databases and of application
software running on them.

• Develop a process modeling framework for
manufacturing electromechanical parts.

• Integration of various systems for integrated
product/process design (EDAPS, ACIS, EXTRA,
etc.) Extend multi-objective optimization method
for trade-offs and integrate with AI planning
methods.

• Extend fast computation of trade-off curves.

• Develop further partner selection problem
(technical, strategic etc. attributes).

• Develop a domain integration tool kit (heteroge-
neous database techniques).

• Develop heterogeneous, fast planning algorithms.

• Automate configuration, performance and fault
management in our framework for network
management.

• Integrate process control with manufacturing/
production scheduling and management in
automotive factories, semiconductor factories and
microelectronic/consumer products factories.
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the focus of the education program squarely on the
dynamic, long-term needs of industry.

The ISR has established a reputation among ERCs
both locally and nationally for the aggressive innova-
tion of its educational programs. These programs—and
their close ties to the ISR’s research mission—represent
a real step forward in educating a “new breed” of
systems engineer.

The ISR is committed to educating a “new breed” of
systems engineer for U.S. industry and academia and
has implemented a wide array of innovative educa-
tional programs. These programs form an educational
continuum (see Figure 2 below), an educational develop-
ment path that encourages pre-college students to
enter science and engineering, educates a new genera-
tion of systems engineers at the university level and
provides opportunities for practicing engineers to keep
abreast of technology. Industrial participation keeps
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g g y gFigure 2  ISR Education Programs: A Strategically Integrated Path

Inventory of Programs
Pre-College Activities. In each of the past five

summers, our Young Scholars program has brought a
new group of high-potential high school students to
campus. The six-week program is designed to encour-
age our brightest young minds to consider science and
engineering as a career path. Participants enroll in a
three-credit freshman class, “Introduction to Engineer-
ing Design,” and participate in research and design
projects in the ISR’s labs, field trips to industry and
government labs and seminars on careers, communica-
tion skills and ethics. A total of 96 students have now
participated in the program. Sixty-one of the partici-
pants are now pursuing studies in science or engineer-
ing and 24 have chosen the University of Maryland at
College Park. In spring 1996, the ISR was awarded a
two-year grant to continue the Young Scholars pro-
gram. This summer’s program will include 25
students.

For the past two years, ISR has participated in the
Prince Georges’ County South Eastern Consortium for
Minorities in Engineering (SECME) Program. In
conjunction with other units within the A. James Clark
School of Engineering, we have coordinated campus
tours of laboratories, which introduced more than 200
middle and high school students each year to higher
education studies and careers in engineering and
science.

In the Summer Study in Engineering for Women
High School Students program, an ISR faculty member
has brought students into his lab to provide them with
hands-on laboratory experience. The program is
designed to encourage women to pursue careers in
engineering. Last year, the ISR brought these students
together with Young Scholar participants for various
career seminars and field trips.

Undergraduate Programs. In the last year, 56
undergraduates participated in ISR research. During
the summer the NSF’s Research Experiences for
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Undergraduates (for students from other universities)
and the ISR-funded Systems Undergraduate Research
Fellowship (for UMCP students) programs were
combined to maximize the student-to-student and
faculty-to-student interaction. A graduate student
assisted the faculty supervisor by holding weekly
meetings, scheduling field trips and seminars and
evaluating participants’ weekly progress reports. At
the end of the program, each student prepared a final
report, which were combined to form an ISR technical
report. In an effort to continue to provide research
opportunities for undergraduates, the ISR will con-
tinue to seek various fundings opportunities (e.g., NSF
Supplemental awards for undergraduates, corporate
sponsorship, etc.).

We are particularly excited about the new Gemstone
Program, administered by ISR, which began in Fall
1996. This program, which was conceived by Dean
William Destler of the A. James Clark School of
Engineering and endorsed by the deans of all the other
colleges at UMCP, brings together teams of under-
graduate students — from engineering, business and
management, the social sciences and the humanities —
who will spend four years analyzing and investigating
some of the major societal problems of our time (e.g.,
electronic privacy in the internet era, energy-efficient
transportation, etc.). Gemstone scholars will take a
sequence of 3-credit courses examining the implica-
tions of technological innovation from scientific,
economic and sociological perspectives. Teams will
meet regularly with faculty mentors to keep the project
on track, to define and focus the investigation and to
maintain the multidisciplinary threads. We admitted
112 freshmen into the Gemstone program in Fall 1996,
and anticipate adding about 100 per year. Gemstone
participants will be awarded a baccalaureate degree
with a special Gemstone designation. Core funding for
the Gemstone Program has been provided by AT&T
and General Electric and additional support is pro-
vided by IBM through the IBM-Total Quality Program
at UMCP.

Graduate Programs. The ISR’s graduate programs
attract outstanding students from universities across
the U.S. and throughout the world. The interdiscipli-
nary nature of ISR brings together students from every
engineering discipline and from computer science,
math and business; in the last year 315 graduate
students (from four colleges and eleven departments)
engaged in ISR research projects. The ISR provides
students with a rich cross-disciplinary environment
that extends beyond the traditional classroom—
combining fundamental research, rigorous course
work and laboratory experiences enhanced by indus-
trial interaction; thus they obtain a deep education in
their “core” areas and a thorough understanding of
industry’s problems.

The ISR hosts graduate exchange students from
L’Ecole Nationale Supérieure des Télécommunications
in France for six-month internships. Their work has
resulted in joint publications with ISR faculty and
software development that directly supports ISR
strategic goals and is transferred to U.S. industry. In the
past funding for this exchange program was split
between the ISR and funds available to individual
faculty. We expect that this exchange program will
continue with faculty fully funding the internships.

The ISR facilitates the rich cross-disciplinary envi-
ronment in many ways. Sharing offices and lab
experiences guarantees that students from a wide
variety of departments come into contact with one
another. There are speaker and seminar programs that
provide ISR students and faculty with continuous
exposure to outstanding researchers and practitioners
from industry and academia. The ISR sponsors a small
number of ISR Fellowships for exceptional graduate
students. It is aggressively seeking corporate support
for both undergraduate and graduate student fellow-
ships. In addition, we have created Systems Fellow-
ships for outstanding graduate students, which
provide the ISR faculty an opportunity to fully fund an
ISR Fellow through their individual grants and
contracts. Students nominated for these fellowships
must be evaluated by the ISR Education Program
Committee and meet the criteria for ISR Fellowship
selection.

One of ISR’s main education programs is its innova-
tive M.S. in Systems Engineering (MSSE), a degree
program designed and implemented by the ISR in
cooperation with its industrial partners. There are 40
students currently enrolled in MSSE. This interdiscipli-
nary program emphasizes technically challenging
course work in fundamental principles of systems
engineering and related business and financial issues.
Relevance to practical systems engineering problems is
maintained through case studies, projects, an optional
M.S. thesis and in-class presentations and seminars by
industrial representatives. This academic program will
continue to be supported by the ISR’s state budget.

The Master of Engineering Program, designed for
the practicing engineer, was implemented in the Fall
1995 semester; several options, including Systems
Engineering, are offered. Currently, there are 25
students enrolled in the Systems Engineering option of
the new Master’s degree program. Students in this
non-thesis program follow the same core course
requirements as for the MSSE. The program is an
applications-oriented, methods-focused, part-time
program designed to assist engineers in the develop-
ment of their professional careers and to provide
technical expertise needed in business, government
and industrial environments. A portion of the tuition
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fees generated from this program helps to support the
MSSE course offerings.

In spring 1996, the ISR offered four short courses,
developed from critical elements of the MSSE core
courses, for practicing engineers at NASA/Goddard in
Greenbelt, Maryland. ISR faculty taught these courses
and resources were generated from course registration.
The ISR plans to continue to develop and offer short
courses to industry and government agencies in the
future.

Future Plans
The ISR will continue its efforts to augment the

traditional focus of engineering education, train a new
generation of engineers, place emphasis on new
methods of education and learning and reach beyond
the university to retrain and update practitioners. New
systems engineers will be educated in an environment
that will best enable them to be effective in industry or
in creating similar environments in other universities.
The ISR has identified four priority areas in which it
will establish new initiatives over the next five years.
These goals were formulated as part of the ISR’s
strategic plan submitted to UMCP administrators and
they enjoy enthusiastic support at all levels of the
college and university. Descriptions of those four goals
follow.

Create Innovative Methods to Enhance Cross-
disciplinary Undergraduate Education. The ISR is
the embodiment of cross-disciplinary engineering.
Since its establishment in 1985, its activities have
focused on cross-disciplinary approaches to design-
ing and controlling large complex systems; the
resulting environment — with its emphasis on
multi-departmental teams and problems that arise at
the interfaces between disciplines — has had a
profound effect on graduate student education at
UMCP. There has also been a strong impact on the
undergraduate programs; curriculum development
and increased opportunity to conduct research are
only two areas in which the undergraduate popula-
tion has benefited from the ISR.

To increase and broaden our impact on undergradu-
ate students, we will continue to work closely with the
ECSEL education coalition. Some of the ways we
intend to accomplish this goal are:

• Develop large projects that include teams of under-
graduates from several departments and colleges.
An example is the “Walking Machine” project that
was developed by ISR faculty from electrical and
mechanical engineering; undergraduates from these
departments have designed all the various sub-
systems necessary for a walking robot — including

control and navigation, power, gear mechanism and
voice recognition.

• Use technology to incorporate more complex (and
more realistic) problem-solving into undergraduate
courses. Ready access to powerful workstations
permits material learned in many courses to be
incorporated into a single assignment; a good
example of this was the recent addition of a project
on noise-whitening filters in quadrature-amplitude
modulation (QAM) in a junior-level probability
class. This addition — carried out by an ISR faculty
member — gave students a concrete example
regarding the importance of probability in digital
communication system design. ISR faculty have
undertaken a similar effort in the junior-level signals
and systems course at UMCP; more such innova-
tions are planned.

• Continue efforts in multi-departmental curriculum
reform. With faculty from eleven departments at
UMCP, the ISR is in a unique position to coordinate
“islands” of common interests that exist throughout
the university. For example, there are four depart-
ments at UMCP that offer a senior-level course in
control systems; a similar situation exists regarding
computers and computation. ISR faculty have made
efforts to coordinate course content in these areas.
We intend to introduce multi-departmental “dem-
onstration sections” that will bring together stu-
dents from different programs to observe and learn
about technology of common interest. The goal is to
give undergraduates a greater awareness of the way
similar problems arise in disparate fields and a
better understanding of the threads that tie those
fields together.

Use Technology to Bring Engineering Education to
Working Engineers. Enhancing U.S. competitiveness
is central to the ISR’s mission and “lifelong learning”
is an important tool in enhancing competitiveness.
While ISR faculty have for years delivered on-site
short courses to their industrial partners, it is our
intention to dramatically extend the scope of this
activity through the use of interactive compressed
video. Our first efforts in this vein came in Fall 1993
and Spring 1994 when we distributed short courses
in systems engineering to multiple sites of United
Technologies; feedback from United Technologies
was very positive and we are currently working
with the University of Maryland Instructional
Television (ITV) system to prepare a broad array of
courses to be made available in this format.

Our ultimate goal is to be able to deliver instruction
directly to the desktops of practicing engineers. Once
this has been accomplished, we will have installed the
infrastructure necessary to fully integrate our research
and education programs with industry.
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Enhance the Diversity of the ISR Population. The ISR
has an outstanding record of enhancing diversity in its
programs. For example:

• Of the 96 Young Scholars over the last five years, 42
(44%) were women and 19 (20%) were African-
American or Hispanic.

• Of the 49 REU participants over the last five years,
16 (32%) have been women and 21 (42%) have been
African-American.

• Of the 40 students enrolled in the MSSE program
during Fall 1995, 8 (25%) were women and 7 (18%)
were African-American or Hispanic.

We have not been as successful in attracting and
retaining women and minority students in the M.S.
and Ph.D. programs of our constituent departments; of
the 315 graduate students currently affiliated with the
ISR, only 49 (16%) are women and only 17 (5%) are
African-American or Hispanic. Our goal is to build on

our successes and become a focal point of diversity
enhancement in the A. James Clark School of Engineer-
ing at UMCP—especially as it applies to graduate
education. We intend to pursue funding opportunities
that will let us aggressively recruit women and minor-
ity graduate students in engineering and support them
while they pursue advanced degrees. And “support”
refers not only to financial support: our goal is to create
an infrastructure that will bring these new graduate
students into the “research community” of which the
ISR is a part.

The educational programs of the ISR fulfill two vital
aspects of the ERC mission: to disseminate the research
and techniques developed at the Institute and to
educate a “new breed” of engineer. The existing
programs carry out those goals extraordinarily well;
we intend to maintain and expand those successful
programs while simultaneously undertaking the
exciting new challenges set forth above. ✤
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Industrial
Affiliates

Advanced Micro Devices
Air Products
Ascent Logic

AT&T Bell Labs
Bellcore

Bentley Systems
Bethlehem Steel

BFGoodrich
British Petroleum

Chevron
COMSAT

CTA
Dow Chemical

E.I. Dupont de Nemours
EPRI
ETRI

Exxon
Fisher Controls
General Motors

Gensym
GTE

Honeywell
Hughes Space & Comm.

Hughes Applied Info Systems
Hughes Network Systems

IBM
ICI

Integrated Systems, Inc.
Jade Simulations

Lawrence Associates
Lockheed Martin

Loral
LTV Steel

MITRE
Mitsubishi Kasei

Mobil
Motorola

Nat. Ctr. for Manufac. Science
NeuralWare

Northrop Grumman
Pavilion Technologies

Praxair
Rhone-Poulenc
Rohm & Haas
Setpoint, Inc.

Silvaco
Superconducting Technologies

TD Technologies
Texaco

Texas Instruments, Inc.
Trillium Network System

TRW
Unilever

United Technologies
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Industrial Partnership Program. The ISR is
building on its highly successful Industrial Part-
nership program. During the past 11 years, the
number of patents and copyrights issued to the
Institute has increased, the amount of intellectual
property licensed to industry has grown and the
level of industrial participation in the activities of
the Institute has expanded significantly. Further-
more, the ISR’s industrial collaboration has served
as a model for others to emulate; the ISR has spun-
off two very successful academic/industry re-
search consortia—the CALCE Electronics Packag-
ing Research Center, which is now independently
funded as an NSF State/Industry/University
Cooperative Research Center and the Center for
Satellite and Hybrid Communication Networks, a
NASA and industry-funded research center. Both
of these centers remain closely affiliated with the
ISR and share its administrative resources and
research facilities.

Not only is the ISR building on its past relation-
ships with industry, it is also reaching out across
the nation to play an increasing role in the national
agenda. The issue of systems research is an in-
creasing part of the national agenda and the ISR is
assuming its rightful place of leadership in this
national forum.

The goal of the ISR’s Industrial Partnership
Program is to promote the growth of American
industrial competitiveness by accelerating the rate
at which fundamental engineering advances are
applied by industry. The ISR achieves this goal by
continuously and actively engaging industrial
partners in every level of activity in the organiza-
tion and, by doing so, promoting the rapid ex-
change of information between the ISR and those
industries.

A company can be involved in the activities of
the ISR in many ways—as a member of the ISR’s
Research Advisory Council, as a member of its
Industrial Affiliate Program, as a Research Affili-
ate, or as a member of a research consortium. The
ISR’s current industrial partners are listed in Table
1 at right. The ISR has also engaged its industrial
partners in its education program and, in 1993-4,
piloted a distance education program with one of
its affiliates. The ISR provides many mutually
beneficial services for its industrial affiliates. For
example, the ISR hosted a two-day workshop by
Silvaco International, a developer of semiconduc-
tor CAD software, Feb. 19 and 20, 1996. The ISR
hosted a similar workshop for TD Technologies to
train ISR students and industrial representatives in
its SLATE software in the fall of 1995.

Table 1  Industrial Participation

Industrial Collaboration and Technology Transfer Plan
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Research Advisory Council. The Research Advisory
Council (RAC) is composed of ten senior systems
scientists and engineers from across U.S. industry.
The current members are listed in the table below.
The RAC provides top down oversight of the
strategic vision and research agenda of the ISR. The
Director corresponds with the RAC throughout the

year on important issues and convenes the council at
least once annually in College Park. By involving
these senior level executives in this advisory capac-
ity, the ISR ensures that both the objectives of the
ERC program and the long term needs of industry
are being met.

Table 2  Research Advisory Council

411 Silver Lane
East Hartford, CT 06108
jfc@utrc.utc.com
203-727-7754

Dr. John A. Decaire
President
National Center for Mfg Sciences
3025 Boardwalk
Ann Arbor MI 48108
313-995-4932
John.Decaire@ncms.org

Dr. Leonard S. Golding
Vice President
Hughes Network Systems
11717 Exploration Lane
Germantown, MD 20876
301-212-1025

Dr. Victoria Haynes
Vice President
The BFGoodrich Company
Research & Development Center
9921 Brecksville Road
Brecksville OH 44141
216-447-5233

Dr. Manfred Morari
Professor
Swiss Federal Institute of
  Technology (ETH)
Electrical Engineering Dept.
CH-8092 Zurich
SWITZERLAND
morari@aut.ee.ethz.ch

Dr. P. K. Rajasekaran
Manager, Speech Research Branch
Texas Instruments
Systems & Information Science Lab
13510 N. Central Expressway
P.O. Box 655474, MS 238
Dallas TX 75265
214-995-0389
raja@csc.ti.com

Dr. Gunter Stein
Chief Research Fellow
Honeywell, Inc.
Systems and Research Center
3660 Technology Drive
Mail Station MN65-2500
Minneapolis, MN 55418
612-951-7298
gunter@src.honeywell.com

Dr. John Stuelpnagel
Director, Research and
  Development
Northrop Grumman Corp.
Electronic Sensors and Systems
  Division
P.O. Box 1521, MS 3D14
Baltimore, MD 21203
410-765-6557

Dr. Karl Johan Åström
Professor
Lund Institute of Technology
Department of Automatic Control
Ole Romers Va 1-Box 725
S-221 OO Lund
SWEDEN
011 4646 108781
kja@control.lth.se

Dr. Alain Bensoussan
President
Institut National de recherche En
  Informatique et En Automatique
(INRIA)
Domanine de Voluceau-
Rocquencourt
B.P. 105 78153 le Chesnay
FRANCE
011 331 396 35405
Alain.Bensoussan@inria.fr

Douglas Bowman
Director
Lockheed Martin Corp. Electronics
  and Information Technology
6801 Rockledge Drive
Mail Point 328
Bethesda MD 20817
301-897-6895
Doug_Bowman@ccmail.orl.mmc.com

Dr. John F. Cassidy, Jr.
Director
United Technologies Research
  Center

Industrial Affiliate Program. The Industrial Affiliate
program is for those companies that provide unre-
stricted cash or in-kind grants to the Institute. To
acknowledge their special contributions, these
industrial affiliates are afforded special privileges
within the Institute and increased access to its
facilities. The ISR has three levels of participation in
this program. A Sustaining Partner provides
$200,000 per year for three years; a Sponsor provides
$100,000 per year for three years: and an Associate
provides $25,000 per year. Sustaining Partners and

Sponsors are invited to have a member sit on the
Research Advisory Council.

Research Affiliates. The greatest interaction with
industry takes place as the result of industry becom-
ing directly involved in the research of the ISR. A
firm is designated a Research Affiliate when it either
sponsors research at the Institute or participates in a
joint research project with the ISR. This participation
can take place individually or as a member of a
research consortium. It has been the ISR’s experience
that the most successful industry/university rela-

Industrial Collaboration and Technology Transfer Plan
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tionships and technology transfer result from
collaborative research projects. For example,
Westinghouse uses collaboratively developed
manufacturing software for cycle-time reduction,
with particular application to the company’s optimal
facility design for antenna assembly and for
producability, cost and quality evaluation of electro-
mechanical assemblies. Hughes Network Systems
will market DirecPC™, a low-cost satellite and
terrestrial network service that can deliver data from
the Internet to the user at much faster rates; this
product resulted from joint research with the ISR.

These collaborative projects also serve to expand
the industrial base of the ISR. For example, in 1993,
the ISR, in collaboration with two of its sustaining
partners, Westinghouse and Martin Marietta and
NIST, won a $500,000 Army contract to use emerging
product description standards to facilitate product
design and partner selection in an agile manufactur-
ing environment. The follow-on plans for this highly
successful project include the original industrial
partners, plus extend the industrial base to the
automotive industry through General Motors and
Detroit’s Focus Hope and include a software vendor,
CTA, which plans to commercialize the results.

This year, the ISR , with industrial partners
Sanders (a Lockheed Martin company), Bellcore,
GTE and Motorola, won an award to participate in
the Army Research Laboratory’s $46 million Ad-
vanced Telecommunications and Information
Distribution Research Program. It will bring more
than $5 million in funding to ISR over the next five
years. The ISR hosted more than 100 members of the
federated laboratory consortium working on the
program March 4 and 5 at the University College
Conference Center on campus.

The state of Maryland has been a strong sup-
porter of both the NSF’s ERC program and the ISR’s
industrial partnership program. Not only does the
state permanently support the operations of the
Institute, thus ensuring that the NSF funds are
highly leveraged, but it also will provide matching
funds for industrial research conducted at the
university. Since 1985, the ISR and 19 of its industrial
partners have participated in 22 of these Maryland
Industrial Partnerships (MIPS) valued at over $4
million.

One of the key features of our Research Affiliate
program is the involvement of students in relevant
research that is conducted in partnership with
industry. The ISR encourages its students to work
with industry and each semester the ISR has a
number of students who are conducting research at
industrial sites. A key feature of the ISR’s Industrial
Fellowship Program is that Fellows spend summers

doing research at the industrial site. The results of
this interaction are ISR graduates who are highly
sought after by industry.

Consortium activities. Participants in consortia
organized by the ISR become involved in the ISR’s
programs within the subject area of the consortium
and further extend the reach of the ISR’s Industrial
Partnership Program. For example, the Center for
Satellite and Hybrid Communication Networks
(CSHCN), composed of four universities and 13
industrial partners, is one of seventeen NASA
Centers for the Commercial Development of Space.
The industrial members of the Chemical Process
Systems Laboratory (CPSL) sponsor joint research in
the control of chemical and petroleum refining
operations and the Neural Network Club brings
together sixteen national and international compa-
nies to conduct research into the use of neural
networks in the process industry.

Summary of plans for the future. As previously
discussed, the ISR plans to build into the future on
the already strong foundation laid during its first
years of operation. Immediate plans include build-
ing on the model of the Neural Network Club by
establishing a Network Management Club that deals
with networking issues across all industries.

A key aspect of the ISR’s plans for the future is to
assume an increasing position of leadership in
systems research in the national forum and to assist
companies in developing systems and control
methodology as a corporate strategic technology.
The ISR took its first step on this path on Dec. 8,
1994, when it hosted a national industrial workshop
to address the “Systems Challenges of the Next
Decade.” The purpose of the workshop was to
identify the barrier issues to systems integration that
exist across U.S. industry and to establish a national
research agenda to overcoming those barriers. The
results of that workshop were distributed in a report
to the National Science Foundation and other federal
policy agencies and were incorporated into the ISR’s
strategic research plan.

On May 16, 1996, the ISR held a followup work-
shop entitled "Model Based Sensing and Control in
Semiconductor Manufacturing: How Do We Get
from Here to There?" at the University of Maryland
at College Park. The purpose of the workshop was to
consider the status and prognosis for sensing,
modeling, control and their integration for semicon-
ductor manufacturing, focusing on two key ques-
tions:

• What technical elements and approaches to their
integration are required to achieve the promise of
model-based sensing and control?

Industrial Collaboration and Technology Transfer Plan



1996 ISR Annual Report 23

• What realistic implementation pathway can be
envisioned to move from today’s paradigm to one
of intelligent process control?

The workshop was attended by key leaders from
industry, government and academia. It was a small
workshop in order to facilitate communication and
the free exchange of ideas among the invited partici-
pants. A copy of the agenda is shown in the table
below.

The workshop was very successful and estab-
lishes the ISR as a strong presence in the application
of control and systems concepts in semiconductor
manufacturing. This workshop builds on the supple-
mental award granted to the ISR and the Center for
Advanced electronic Materials Processing at North

Carolina State University. A key organizer and
participant in the workshop was Gary Rubloff from
NCSU. He will be joining the University of Mary-
land faculty on July 1, 1996, with a joint appointment
in the ISR and the Department of Materials and
Nuclear Engineering.

It is the ISR’s intention to continue these work-
shops to ensure that it is receiving close and continu-
ous feedback on its systems level research objectives
and to ensure that the results of its research are
rapidly communicated to industry.

Table 3  May 1996 Industrial Conference Schedule

Model Based Sensing and Control in Semiconductor Manufacturing:
How Do We Get from Here to There?

Sponsored by the Institute for Systems Research at the University of Maryland at College Park
May 16, 1996

Introduction and Opening Remarks
Steven I. Marcus
Director, Institute for Systems Research

Status and Prognosis
State of the Art in Sensing and Control in Semi-
conductor Manufacturing
Jimmy Hosch
Texas Instruments/Sematech

Elements of Process Control Solutions for
Implementation in Semiconductor Manufactur-
ing
John Gragg
Motorola

Break

View from the Equipment Suppliers
Kevin Uram
LAM Research

Discussion—Issues Review/Refinement

Working Lunch with Discussion

Process and Equipment Modeling
Process Modeling and Process Control in
MOCVD and MBE Growth of Compound
Semiconductors
Peter Esherick
Sandia Albuquerque

Sensors
Sensing and Simulation for Process Optimiza-
tion, Control and Environmentally-Conscious
Manufacturing
Gary Rubloff
University of Maryland/ISR and NCSU

Thermo-Electro-Mechanical Structures: Opportu-
nities in Sensing and Control for Manufacturing
Michael Gaitan
NIST

Break

Model-Based Control
Modeling and Sensor-Based Control for Silicon
Processing
P.S. Krishnaprasad
University of Maryland/ISR

Run-to-Run Control: Methods and Applications
in Plasma Etching
Evanghelos Zafiriou
University of Maryland/ISR

Discussion: Assessment and Models for Success

Industrial Collaboration and Technology Transfer Plan
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Center Leadership and Management
The ISR is an interdisciplinary organization with

programs in systems research and education. The
Institute involves faculty and students from the
Departments of Electrical, Chemical, Mechanical,
Aerospace, Civil and Materials and Nuclear Engineer-
ing, Computer Science, Mathematics, Physics, Zoology
and the College of Business and Management at the
University of Maryland, as well as the Division of
Applied Sciences at Harvard University. The ISR is a
permanent research institute at the University of
Maryland under the direction of Steven I. Marcus,
Professor of Electrical Engineering.

The administrative operations of ISR fully support
the research and education mission of the Institute and
contribute significantly to ISR’s success. The figure
below shows the overall organizational structure of the
Institute and demonstrates the integration of adminis-

Dean, A. James 
Clark School of 
Engineering, UMCP

Research
Advisory Council

Director Director
Harvard Program

Executive 
Committee

Associate Director
Education

Associate Director
Research

Faculty Project
Directors

Educational
Program
Committee

Assistant Director
Education and
Personnel

Assistant Director
Finance & Internal
Administration

Assistant Director
Industrial Liaison
and External 
Affairs

Assistant Director
Computing

Figure 3 Organization of the ISR for FY96

trative and mission functions. The Institute follows the
financial processes and procedures prescribed by the
University and the University of Maryland Foundation
in all financial transactions. The Institute’s operating
budget is subject to the annual review and approval of
its Executive Committee. There is close and ongoing
coordination between the Director and the Director of
the Harvard Programs, as well as close collaboration
between the Maryland and Harvard teams in the
Intelligent Control thrust and the Control Networks
project. The Institute fosters cross-disciplinary team
research by organizing team projects and by conduct-
ing rigorous reviews of its research. The research
program is reviewed by both the Executive Committee
(internal) and the Research Advisory Council (external)
to ensure that the program is consistent with the
objectives of the ERC program and the Strategic Plan of
the Institute.

ISR Infrastructure: Leadership, Management and Team
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In FY 1996, the University of Maryland made
available to ISR an additional 3,000 square feet of
laboratory and office space, bringing the total to 30,000
square feet in two buildings on the UMCP campus. In
addition, Harvard has made available 4,000 square feet
for activities at that site, renovating two floors of a
laboratory building. The provision of generous office
and laboratory space has enabled ISR to be the primary
office location for faculty and students from 10 depart-
ments, fostering frequent contact and interaction
within this unique community.

Over 9,000 sq. ft. at UMCP is dedicated to nine
laboratories, including Intelligent Servo Systems,
Systems Integration, VLSI Systems, Communication
and Signal Processing, Computer Aided Control
Systems Engineering, Computer Integrated Manufac-
turing and Neural Systems. Another 900 sq. ft. is
dedicated to a teaching lab open to ISR graduate and
undergraduate researchers. Other affiliated labs
include Human Computer Interaction, Space Systems
and Advanced Design and Manufacturing.

ISR’s computing environment includes several high-
end graphics workstations, powerful computing
engines and a carefully planned software library. A
well-balanced upgrade policy has enabled us to

increase our capabilities tenfold in terms of speed and
capacity. This has also resulted in our complete migra-
tion to open systems and a client-server technology.

The powerful network of Unix workstations that
embraces the concepts of distributed computing and a
distributed file system encourages the use of new
analytical software and techniques to increase the
productivity of our researchers and staff and has
introduced students to the advanced tools used by
leading industries. Some of the tools that constitute
ISR’s software library are Matlab, Signal Processing
Workstation, Bones, Opnet, MatrixX, Octtools, Mentor
Graphics and a variety of database and mathematical
packages. Supplementing this array is the latest in
systems engineering and design software from indus-
trial partners such as Ascent Logic Corp., Integrated
Systems Inc. and Jade Simulations. ISR also has
specialized hardware ranging from ASIC testers and
logic analyzers in the VLSI Design Lab to the advanced
machining and rapid mechanical prototyping tools in
the Advanced Design and Manufacturing Lab. To
complement the powerful capabilities of this software
library, ISR’s faculty and students have ready access
from every workstation to state of the art in parallel
supercomputing on the CM5 from Thinking Machine
Corp. at the University of Maryland. ✤

Organization of ISR Personnel
and Research Environment

The ISR personnel includes University faculty,
research scientists, visiting scientists from other
academic institutions, research associates (post-
doctoral researchers), graduate and undergraduate
research students, visiting engineers and scientists
from industry and R&D laboratories, as well as staff.

The ISR continues to maintain extremely high
standards for its “new breed” of faculty. They are
required to have an outstanding cross-disciplinary
background, promise for innovative research, strong
interest and ability to collaborate with industry and the
ability to be innovative in their approach to educating
students. This fiscal year ISR had 55 distinguished
faculty participating in research; 38 hold joint appoint-
ments with departments at the University of Mary-
land. Attesting to the quality of our faculty, 15 of the
faculty are NSF PYIs or NYIs, 12 are Fellows of IEEE,
APS, ASME, or AIChE, one is a member of the Na-
tional Academy of Engineering and several have

received prestigious technical awards for their work.
Biographical sketches are included in this report.

The ISR is committed to increasing the involvement
of women, under-represented minorities and disabled
persons in the faculty and student body in engineering.
It actively recruits the highest caliber persons from
these categories to participate in ISR’s research and
education programs. Last spring ISR selected a ten-
ured, female faculty member from the Zoology
Department to join as an Affiliate Faculty member to
work with other ISR faculty in the area of biologically
motivated intelligent control. In addition, ISR plays a
leadership role in the School of Engineering to search
for women and minority candidates at all levels. We
previously took the lead and offered a workshop on
“How to Conduct a Successful Hiring Search,” and
anticipate conducting the workshop again. In our own
programs (the M.S. Program in Systems Engineering,
Research Experience for Undergraduates and Young
Scholars), we have been very successful in attracting
members of these groups. ✤

ISR Infrastructure: Leadership, Management and Team
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ISR Infrastructure: Financial Support and Strategic Financial Planning

NSF funding is phasing down, however continued
strong state and university support is being used to
leverage additional industry, state agency and federal
government moneys to maintain the diversified
funding base of the Institute. Total annual support to
the Institute from all sources for FY 96 was about
$12,000,000.

Salary and benefits for faculty and staff positions are
funded exclusively from State and University sources,
as is the cost of general operations. In addition to
specific research funding provided by industry, NSF
and other federal and state agencies, State and Univer-
sity moneys also provide nearly $800,000 per year as
matching to designated research initiatives of the
faculty and Institute.

Federal funding is directed almost exclusively to the
costs of basic research in integrated design and control
of complex engineering systems, providing salary and
equipment support to professional, post graduate and
graduate student researchers. Targeted educational
programs for talented high school and undergraduate
students also receive directed support from NSF.

The ISR continues to leverage support for its
research efforts in agreements that increase its research
capability without the need for additional financial

support. For example, in FY 1995, ISR signed three
Cooperative Research and Development Agreements
(CRADAs) that provide access to AT&T and federal
laboratory research and facilities.

Using these and other well established contacts with
numerous federal agencies, state programs and
industry, ISR will continue to explore mission and
applications oriented research opportunities of mutual
interest. The income from industry and other federal
sources shown in the chart above is based on ISR’s FY
95 funding from these sources. In addition, efforts will
continue to form consortia of teams of ISR faculty,
outstanding faculty from other universities, industries
and federal agencies to pursue programs of national
importance, such as the Center for Satellite and Hybrid
Communication Networks, an ISR affiliated NASA-
sponsored program.

As it transitions to self-supporting ERC status, the
ISR’s state funding will continue at approximately its
current level and other federal support will remain
strong. In addition to developing targeted funding
around consortia and research projects, a key issue for
the ISR is how to increase industry funding and how to
develop additional funding to seed research and fund
post-docs and fellowships.  ✤
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Faculty Bibliographies
Intelligent Control

Eyad Abed

Books or chapters in books

E. H. Abed, H. O. Wang and A. Tesi, “Control of
Bifurcations and Chaos,” The Control Handbook, W.
S. Levine, Editor, Sec. 57.6, pp. 951–966, Boca
Raton: CRC Press, 1996.

R. E. Gover, E. H. Abed and A. J. Goldberg, “Sto-
chastic Stability and Bifurcation Analysis for
Gated Radar Range Trackers,” World Congress of
Nonlinear Analysts ‘92, V. Lakshmikantham,
Editor, Walter de Gruyter, Berlin, 1996.

R. A. Adomaitis and E. H. Abed, “Bifurcation
Analysis of Nonuniform Flow Patterns in Axial-
Flow Gas Compressors,” World Congress of Nonlin-
ear Analysts ‘92, V. Lakshmikantham, Editor, pp.
1597–1608, Walter de Gruyter, Berlin, 1996.

E. H. Abed, “Bifurcation-theoretic issues in the
control of voltage collapse,” in Systems Control
Theory for Power Systems, IMA Volumes in Math-
ematics and Its Applications, Vol. 64, J. H. Chow,
P. V. Kokotovic and R. J. Thomas, eds., pp. 1–21,
Springer-Verlag, New York, 1995.

Articles in refereed publications

H. O. Wang and E. H. Abed, “Bifurcation Control of
A Chaotic System,” Automatica, Vol. 31, No. 9, pp.
1213–12226, September 1995.

D.-C. Liaw and E. H. Abed, “Active Control of
Compressor Stall Inception: A Bifurcation-theo-
retic Approach,” Automatica, Vol. 32, No. 1, pp.
109–115, January 1996.

Articles in conference proceedings

E. H. Abed, B. Ho-Mock-Qai and T. Kim, “Modal
Participation in the Stability Analysis and Control
of Multistage Compression Systems,” in Sensing,
Actuation and Control in Aeropropulsion, J. D.
Paduano, Ed., Proc. SPIE 2494, pp. 186–195, 1995.

M. Basso, R. Genesio, A. Tesi and E. H. Abed, “On
Stabilizing Limit Cycle Bifurcations in Continuous
Feedback Systems,” Proc. European Conf. Circuit
Theory and Design (ECCTD’95), Istanbul, Turkey,
August-September 1995.

M. Bekhayat, R. Cooley and E. H. Abed, “Stability
and Dynamics of Power Systems with Regulated
Converters,” Proc. Internat. Symp. Circuits and
Systems, pp. 143–145, Seattle, WA, April 29–May 3,
1995 (invited).

E. H. Abed, Y.-S. Chou, A. Guran and A. L. Tits,
“Nonlinear Stabilization and Parametric Optimi-
zation in the Benchmark Nonlinear Control

Design Problem,” Proc. 1995 American Control
Conference, pp. 4357–4359, Seattle, WA, June 21–
23, 1995 (invited).

E. H. Abed, “Detection of Incipient Instability in
Uncertain Systems,” presented at the Fourth IEEE
Conference on Control Applications, Albany, NY,
September 28–29, 1995 (invited).

E. H. Abed, “Intelligent Control Issues for PEBB-
Based Systems,” Proc. ONR-Virginia Tech Control
Technology Workshop: The Regulation and Distribu-
tion of Power in Large Systems, Virginia Center for
Innovative Technology, Herndon, VA, April 24–25,
1995.

Raymond A. Adomaitis

Articles in conference proceedings

R. A. Adomaitis and E. H. Abed, “Bifurcation
Analysis of Nonuniform Flow Patterns in Axial-
flow Gas Compressors,” pp. 1597–1608, Proc. 1st
World Congress of Nonlinear Analysis ‘92, V.
Lakshmikantha, ed.

E. Zafiriou, H.-W. Chiou and R. A. Adomaitis,
“Nonlinear Model Based Run-to-Run Control for
Rapid Thermal Processing with Unmeasured
Variable Estimation,” Proc. 187th Meeting of the
Electrochem. Soc., Reno, NV, 1995.

E. Zafiriou, R. A. Adomaitis and G. Gattu, “An
Approach to Run-to-Run Control for Rapid
Thermal Processing,” Proc. 1995 American Control
Conf., 1995.

R. A. Adomaitis, “Spatially-Resolved Compressor
Characteristics for Modeling and Control of Blade
Scale Flow Instabilities,” Proc. 1995 SPIE Interna-
tional Symposium—Aerosense, Vol. 2494, pp. 36–46,
1995.

Mark Austin

Books or chapters in books

M. Austin and D. Mazzoni, “C Programming for
Engineers,” Departments of Civil and Electrical
Engineering, University of Maryland at College
Park, March 1995.

Roger Brockett

Articles in refereed publications

R. Brockett, “Functional Expansions for Pulse
Driven Systems,” in Lecture Notes in Control and
Information Sciences, Vol. 202, Feedback Control and
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Nonlinear Systems and Complexity, (B. A. Francis
and A. R. Tannenbaum, eds.) Springer-Verlag, pp.
24–35, 1995.

R. Brockett, “Geometric Structures Associated with
Lossless Networks,” International Journal of
Electronics and Communications, Vol. 49, No. 5/6
(1995) pp. 273–278.

Articles in conference proceedings

R. Brockett, “Stabilization of Motor Networks,”
Proceedings of the 34th IEEE Conference on Decision
and Control, 1995.

Wijesuriya Dayawansa

Books or chapters in books

W. P. Dayawansa, “Recent Advances in the Stabili-
zation Problem for Low Dimensional Systems,” to
appear in Geometry of Feedback and Optimal Control,
W. Respondek and B. Jakubcyk (eds.), Springer,
1996.

Articles in refereed publications

R. Yang, P. S. Krishnaprasad and W. P. Dayawansa,
“Optimal Control of a Rigid Body with Two
Oscillators,” Fields Institute Communications, Vol. 7,
pp. 233–260, 1995.

W. P. Dayawansa, B. Ghosh, C. Martin and A. Wang,
“A Necessary and Sufficient Condition for the
Perspective Observability Problem,” Systems and
Control Letters, Vol. 25, pp. 159–166, 1995.

S. Samelson and W. P. Dayawansa, “On the Exist-
ence of Global Tchebychev Nets,” Transactions of
the American Mathematical Society, Vol. 347, pp.
651–661, 1995.

Q. F. Wei, W. P. Dayawansa and W. S. Levine,
“Nonlinear Controller for an Inverted Pendulum
Having Restricted Travel,” Automatica, Vol. 31, pp.
841–850, 1995.

Articles in conference proceedings

S. Azarm, L. W. Tsai, W. P. Dayawansa, N. Favardin
and A. Tits, “Design and Control of a Walking
Machine,” Proceedings of the American Control
Conference, pp. 1082–1086, Seattle, WA, June 1995.

Q. F. Wei, W. P. Dayawansa and P. S. Krishnaprasad,
“H-infinity Control for Impulsive Disturbances: A
State Space Solution,” Proceedings of the American
Control Conference, pp. 4379–4383, Seattle, WA,
June 1995.

N. Subrahmanian and W. P. Dayawansa, “Computer
Modeling and Control System Design for a
Mobile Robot,” to appear in the Proceedings of the
IFAC NOLCOS Conference, June 1995.

T. Kugarajah, P. S. Krishnaprasad and W. P.
Dayawansa, “Identification for Intelligent Control
of 2D Smart Composites,” Proceedings of the
Conference on Mathematics and Control in Smart
Structures, San Diego, CA, March 1995.

R. Venkataraman, P. S. Krishnaprasad and W. P.
Dayawansa, “Smart Motor Concept Based on
Piezoelectric-Magnetostrictive Resonance,”
Proceedings of the Conference on Mathematics and
Control in Smart Structures, San Diego, CA, March
1995.

W. P. Dayawansa and C. F. Martin, “Observability of
the Riccati Equation,” Proceedings of the 34th IEEE
Conference on Decision and Control, pp. 317–321,
New Orleans, LA, December 1995.

S. Azarm, L. W. Tsai, W. P. Dayawansa, N. Favardin
and A. Tits, “Design and Control of a Walking
Machine Narayan Subramanium,” pp. 1082–1086,
Proceedings of the American Control Conference, June
1995.

Q. F. Wei, W. P. Dayawansa and P. S. Krishnaprasad,
“H-infinity Control for Impulsive Disturbances: A
State Space Solution,” pp. 4379–4383, Proceedings
of the American Control Conference, June 1995.

James Hendler

Books or chapters in books

H. Kitano and J. Hendler (eds.), Massively Parallel
Artificial Intelligence: Architectures and Algo-
rithms, MIT Press, 1995.

J. Hendler, “High Performance Support for Case-
Based Planning Applications,” in A. Tate (ed.),
“Advanced Planning Technology,” MIT/AAA
Press, Menlo Park, CA, May 1996 (with K. Stoffel
and A. Mulvehill).

J. Hendler, “Massively Parallel Matching of Knowl-
edge Structures,” in Massively Parallel Artificial
Intelligence, H. Kitano and J. Hendler (eds.), MIT
Press, 1995 (with W. Andersen, M. Evett and B.
Kettler).

Articles in refereed publications

J. Hendler, “Types of Planning—Can Artificial
Intelligence Yield Insights into Prefrontal Func-
tion?,” in Boller and Grafman (eds.), The Frontal
Lobes—Annals of the New York Academy of Science,
Vol. 769, pp. 265–276, 1995.

J. Hendler and D. McDermott, “Planning: What It Is,
What It Could Be,” Artificial Intelligence, pp. 76,
1995.
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J. Hendler, “Editorial: Experimental AI Systems,”
Journal of Experimental and Theoretical AI, Vol. 7,
No. 1–2, 1995.

J. Hendler, K. Erol and D. Nau, “Complexity Results
for Hierarchical Task-Network Planning,” Annals
of Mathematics and Artificial Intelligence, to appear.

J. Hendler, M. Evett, A. Mahanti and D. Nau, “PRA*:
The SIMD Parallelization of a Memory-Limited
Heuristic Search Algorithm,” J. Parallel and
Distributed Computing, Vol. 25, No. 2, 1995.

Articles in conference proceedings

J. Hendler, K. Sanders and B. Kettler, “The Case for
Graph-Structured Representations, in Proceedings
of the First International Conference on Case-based
Reasoning, New York, Springer-Verlag, 1995.

J. Hendler, K. Erol and D. Nau, “A Critical Look at
Critics in HTN Planning,” Proc. International Joint
Conference on Artificial Intelligence (IJCAI-95),
Montreal, August 1995.

J. Hendler, V. Manikonda and P. S. Krishnaprasad,
“Formalizing Behavior-Based Planning for
Nonholonomic Robots,” Proc. International Joint
Conference on Artificial Intelligence (IJCAI-95),
Montreal, August 1995.

J. Hendler, V. Manikonda and P. Krishnaprasad, “A
Motion Description Language and a Hybrid
Architecture for Motion Planning with
Nonholonomic Robots,” Proc. International Confer-
ence on Robotics and Automation, Nagoya, Japan,
1995.

P.S. Krishnaprasad

Books or chapters in books

W. Shadwick, P.S. Krishnaprasad and T.S. Ratiu,
editors, Mechanics Day, vol. 7 in the series, Fields
Institute Communications, American Mathematical
Society, Providence, 1995, 260 pages.

P.S. Krishnaprasad, “Motion Control and Coupled
Oscillators,” (1996), in press, Motion, Control and
Geometry: A Science and Technology Symposium,
National Academy of Sciences Press, Washington
D.C.

Articles in refereed publications

R. Yang, P.S. Krishnaprasad and W.P. Dayawansa,
“Optimal Control of a Rigid Body with Two
Oscillators,” (1995), Fields Institute Communica-
tions, vol. 7, pp. 233-260.

A.M. Bloch, P.S. Krishnaprasad, J.E. Marsden and
T.S. Ratiu, “The EulerPoincare Equations and
Double Bracket Dissipation” (1996), Communica-

tions. Math. Physics., vol. 175, pp. 1-42, also Fields
Institute Technical Report, FI94-CT01, and the
Erwin Schrodinger International Institute for
Mathematical Physics, Vienna, Preprint ESI 73.

N.E. Leonard and P.S. Krishnaprasad, “Motion
Control of Drift-Free, LeftInvariant Systems on
Lie Groups” (1995), IEEE Trans. Aut. Control, vol.
40, no. 9, pp. 1539-1554.

A.M. Bloch, P.S. Krishnaprasad, J.E. Marsden and
R.M. Murray, “Nonholonomic Mechanics and
Symmetry” (1996), to appear Arch. Rat. Mech. and
Analysis, in press, 62 pages.

E. Justh, P.S. Krishnaprasad and F. Kub, (1996),
“Convergence Analysis and Analog Circuit
Applications for a Class of Networks of Nonlinear
Coupled Oscillators,” submitted to IEEE Transac-
tions on Neural Networks.

Articles in conference proceedings

P.S. Krishnaprasad, T. Kugrajah and W.P.
Dayawansa “Identification and Intelligent Control
of 2D Smart Composite” (1995), in V.V. Varadhan
ed. Proc. SPIE Conf. Smart Structures and Materials
1995: Special Conf. Mathematics and Control in Smart
Structures, SPIE vol. 2442, pp. 231–240, SPIE,
Bellingham.

P.S. Krishnaprasad, R. Venkataraman, W.P.
Dayawansa and J. Loncaric, “Smart Motor Con-
cept Based on Piezoelectric-Magnetostrictive
Resonance” (1995), in I. Chopra ed. Proc. SPIE
Conf. Smart Structures and Materials 1995:
Special Conf. Smart Structures and Integrated
Systems, SPIE vol. 2443, pp. 763–770, SPIE,
Bellingham.

V. Manikonda, P.S. Krishnaprasad and J. Hendler,
(1995), “A Motion Description Language and a
Hybrid Architecture for Motion Planning with
Nonholonomic Robots,” IEEE Intl. Conf. Robotics
and Automation, (Nagoya, Japan), pp. 2021-2028,
IEEE, New York.

Q.F. Wei, W.P. Dayawansa and P.S. Krishnaprasad,
(1995), “H-Infinity Control for Impulsive Distur-
bances: A State Space Solution” (1995), Proc.
American Control Conference, pp. 4379-4383,
American Automatic Control Council, Phila..

V. Manikonda, J. Hendler and P.S. Krishnaprasad,
(1995), “Formalizing Behavior-based Planning for
Nonholonomic Robots” Proc. Intl. Joint Conf.
Artificial Intelligence, pp. 142-149.

P.S. Krishnaprasad and D. Tsakiris, (1995), “Oscilla-
tions, SE(2)-Snakes and Motion Control,” Proc.
34th IEEE Conf. Decision and Control, pp. 280~2811,
EKE, New York (invited).
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E. Justh and P.S. Krishnaprasad, (1995), “Conver-
gence Analysis of a Class of Networks of Nonlin-
ear Coupled Oscillators,” Proc. 34th IEEE Conf.
Decision and Control, pp. 128~1289, EKE, New
York.

Thomas J. McAvoy

Books or chapters in books

T. J. McAvoy, Section in new chapter on Process
Control and Instrumentation in Perry’s Hand-
book, Section title: Fundamentals of Process
Dynamics and Process Control, publication
scheduled for late 1996.

T. J. McAvoy, Chapter in “Nonlinear Process Con-
trol,” to be published by Prentice Hall in 1996 and
edited by D. Seborg and M. Henson. Authors, Ted
Su and Thomas J. McAvoy, Chapter Title: Artifi-
cial Neural Networks for Nonlinear Process
Identification and Control.

Articles in refereed publications

S. J. Qin and T. J. McAvoy, “Building Nonlinear FIR
Models Via a Neural Net PLS Approach,” Comput-
ers and Chemical Engineering, Vol. 20, pp. 147–159,
1996.

D. Dong and T. J. McAvoy, “Nonlinear Principal
Component Analysis -Based on Principal Curves
and Neural Networks,” Computers and Chemical
Engineering, Vol. 20, pp. 65–78, 1996.

N. Ye and T. J. McAvoy, “Optimal Averaging Level
Control for the Tennessee Eastman Problem,”
Canadian Journal of Chemical Engineering, Vol. 73,
pp. 234–240, 1995.

J. A. Milke and T. J. McAvoy, “Analysis of Signature
Patterns for Discriminating Fire Detection with
Multiple Sensors,” Fire Technology, Vol. 31, No. 2,
pp. 120–136, 1995.

T. J. McAvoy, N. Ye and C. Gang, “Nonlinear Infer-
ential Parallel Cascade Control,” I&EC Research,
Vol. 1, pp. 130–137, 1996.

Articles in conference proceedings

N. Ye and T. J. McAvoy, “An Improved Base Control
for the Tennessee Eastman Problem,” Proceedings
of 1995 American Control Conference, pp. 240–244,
Seattle, WA, June 21–23, 1995.

J. Chang, D. Dong and T. J. McAvoy, “Pollution
Monitoring Using Multivariate Soft Sensors,”
Proceedings of 1995 American Control Conference,
pp. 761–765, Seattle, WA, June 21–23, 1995.

D. Dong and T. J. McAvoy, “Batch Tracking via
Nonlinear Principal Component Analysis,”
Proceedings of 1995 American Control Conference,
pp. 1857–1861, Seattle, WA, June 21–23, 1995.

T. J. McAvoy, N. Ye and C. Gang, “Nonlinear Infer-
ential Parallel Cascade Control,” Proceedings of the
DYCORD+95 Symposium, Helsingor, Denmark,
June 1995.

Linda S. Milor

Books or chapters in books

L. Milor, “Analog and Mixed-Signal Circuit Test-
ing,” in R. Saleh and Antao (eds.), Computer Aided
Design for Analog Circuits and Systems, IEEE Press,
submitted.

Articles in refereed publications

C. Y. Chao and L. Milor, “Performance Modeling of
Circuits Using Additive Regression Splines,” IEEE
Trans. Semiconductor Manufacturing, pp. 239–251,
August 1995.

Articles in conference proceedings

M. Li and L. Milor, “Computing Parametric Yield
Using Adaptive Statistical Piecewise Linear
Models,” Proc. ISCAS, 1996, accepted.

M. Li and L. Milor, “Computing Parametric Yield
Adaptively Using Local Linear Models,” Proc.
DAC, 1996, accepted.

Andre L. Tits

Books or chapters in books

V. Balakrishnan and A.L. Tits, “Numerical Optimiza-
tion-Based Design,” pp. 749–758 in The Control
Handbook, W.S. Levine, ed., CRC Press Inc.,
February 1996.

J. Sreedhar, P. Van Dooren and A. L. Tits, “A fast
algorithm to compute the real structured stability
radius,” in Stability Theory: Proceedings of Hurwitz
Centenary Conference, Ticino, Switzerland, May 21–
26, 1995, Rolf Jeltsch and Mohammed Mansour,
eds., Birkhauser Verlag AG, 1996, to appear (13
book pages).

Articles in refereed publications

L. Qiu, A.L. Tits and Y. Yang, “On the Computation
of the Real Hurwitz-Stability Radius,” IEEE
Transactions on Automatic Control, vol 40, No. 8,
1995, pp. 1475–1476.

A.L. Tits and M.K.H. Fan, “On the Small µ Theo-
rem,” Automatica, vol. 31, No. 8, 1995, pp. 1199–
1201.
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Articles in conference proceedings

A.L. Tits, “The Small m Theorem Without Real-
Rational Assumption,” Proceedings of the 1995
American Control Conference, Seattle, WA, June
1995, pp. 2870–2872.

S. Azarm, W.P. Dayawansa, N. Farvardin, A.L. Tits
and W.L. Tsai, “Design and Control of a Walking
Machine,” Proceedings of the 1995 American Control
Conference, Seattle, WA, June 1995, pp. 1082–1086
(invited).

E.H. Abed, Y.-S. Chou, A. Guran and A.L. Tits,
“Nonlinear stabilization and parametric optimiza-
tion in the benchmark nonlinear control design
problem,” Proceedings of the 1995 American Control
Conference, Seattle, June 1995, pp. 4357–4359
(invited).

V. Sahasrabudhe, R. Celi and A.L. Tits, “Integrated
Rotor-Flight Control System Optimization with
Aeroelastic and Handling Qualities Constraints,”
Proceedings of the 51st Annual Forum of the American
Helicopter Society, Ft. Worth, Texas, May 1995, pp.
905–923.

V. Sahasrabudhe, R. Celi and A.L. Tits, “Integrated
Rotor-Flight Control System Optimization with
Aeroelastic and Handling Qualities Constraints,”
American Helicopter Society International Aerome-
chanics Specialist Conference, Fairfield County, CT,
October 11–13, 1995, Session 4, pp. 11–28.

Y. Yang and A.L. Tits, “Convergent Algorithms for
Robust Pole Assignment by State Feedback,”
Proceedings of the 1995 European Control Conference,
Rome, Italy, September 1995, pp. 3382–3387.

Y.-S. Chou and A.L. Tits, “On Robust Stability Under
Slowly-Varying Memoryless Uncertainty,” Pro-
ceedings of the 34th IEEE Conference on Decision and
Control, New Orleans, Louisiana, December 1995,
pp. 4321–4326.

J. Sreedhar, P. Van Dooren and A.L. Tits, “A Fast
Algorithm to Compute the Real Structured
Hurwitz-Stability Radius, Proceedings of the 34th
IEEE Conf. on Decision and Control, New Or-
leans, Louisiana, December 1995, pp. 126–127.

W.B. Shieh, W.L. Tsai, S. Azarm and A.L. Tits,
“Multiobjective Optimization of a Leg Mechanism
with Various Spring Configurations for Force
Reduction,” Advances in Design Automation, DE-
Vol. 82, ASME Pub., 1995, pp. 811–818, Proceedings
of the 21st ASME Design and Automation Conference
(Boston, Massachusetts, September 1995).

C.T. Lawrence and A.L. Tits, “A Fast Algorithm for
the Computation of an Upper Bound on the m-
Norm,” to appear in the Proceedings of the 1996
IFAC World Congress, San Francisco, July 1996.

Lung-Wen Tsai

Books or chapters in books

L. W. Tsai, Systematic Design of Mechanics, under
review, McGraw-Hill.

Articles in refereed publications

F. Tahmasebi and L. W. Tsai, “On the Stiffness of a
Novel Six-DOF Parallel Mini-Manipulator,”
Journal of Robotic Systems, Vol. 12, No. 12, pp. 845–
856, 1995.

J. J. Lee and L. W. Tsai, “Dynamic Simulation of
Tendon-Driven Manipulators,” Journal of Applied
Mechanisms and Robotics, Vol. 2, No. 1, pp. 40–60,
1995.

L. W. Tsai, “Design of Tendon-Driven Manipula-
tors,” ASME Trans., A Special Combined Issue of the
Journal of Mechanical Design and Journal of Vibration
and Acoustics, Vol. 177(B), pp. 80–86, 1995.

G. Chatterjee and L. W. Tsai, “Enumeration of
Epicyclic-Type Automatic Transmission Gear
Trains,” SAE 1994 Trans., Vol. 103, Sec. 6, Paper
No. 941012, pp. 1415–1426, 1995.

Articles in conference proceedings

H. I. Hsieh and L. W. Tsai, “A Methodology for
Enumeration of Clutching Sequences Associated
with Epicyclic-Type Automatic Transmission
Mechanisms,” 1996 SAE Int’l. Congress and Exposi-
tion, Paper No. 96071, Detroit, MI, 1996.

L. W. Tsai, “Design of a Power Regulating Gearbox
for Parallel Hybrid Electric Vehicles,” Proceedings
of the 4th National Conference on Applied Mecha-
nisms and Robotics, Paper No. AMR-95–052,
Cincinnati, OH, 1995.

W. B. Shieh, L. W. Tsai, S. Azarm and A. L. Tits,
“Multiobjective Optimization of a Leg Mechanism
with Various Spring Configurations for Force
Reduction,” ASME Design Eng. Tech. Conf., Ad-
vances in Design Automation, pp. 811–818, Boston,
MA, 1995.

H. I. Hsieh and L. W. Tsai, “Kinematic Analysis of
Epicyclic-Type Transmission Mechanisms Using
the Concept of Fundamental Geared Entities,”
ASME Design Eng. Tech. Conf., Advances in Design
Automation, pp. 545–552, Boston, MA, 1995.

L. W. Tsai, “An Application of Graph Theory to the
Detection of Fundamental Circuits in Epicyclic
Gear Trains,” 9th World Congress on the Theory of
Machines and Mechanisms (IFToMM), Vol. 1, pp.
692–696, Milan, Italy, 1995.

S. Azarm, W. P. Dayawansa, N. Farvardin, A. L. Tits
and L. W. Tsai, “Design and Control of a Walking
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Machine,” American Control Conference, pp. 1082–
1086, Seattle, WA, 1995.

Patents and invention disclosures

L. W. Tsai, “Multi-Degree-of-Freedom Mechanisms
for Machine Tools and the Like,” patent applica-
tion filed with the U.S. Patents and Trademarks
Office, April 1995.

Gregory Walsh

Articles in refereed publications

A. Teel, R. Murray and G. Walsh, “Nonholonomic
Control Systems: Steering to Stabilization with
Sinusoids,” International Journal of Control, Vol. 62,
No. 4, pp. 849–870, 1995.

Evanghelos Zafiriou

Books or chapters in books

E. Zafiriou, ed., Computers and Chemical Engineering,
special topic issue on Integration of Process
Design and Control, to appear as the April 1996
issue.

Articles in refereed publications

G. Gattu and E. Zafiriou, “Observer Based Nonlin-
ear Quadratic Dynamic Matrix Control for State
Space and Input/Output Models,” Canadian
Journal of Chemical Engineering, 73, pp. 883–895,
1995.

Articles in conference proceedings

E. Zafiriou, R. A. Adomaitis and G. Gattu, “An
Approach to Run-to-Run Control for Rapid
Thermal Processing,” Proc. of the American Control
Conference, pp. 1286–1288, Seattle, WA, June 1995.

Q. Zheng and E. Zafiriou, “Nonlinear System
Identification for Control Using Volterra-Laguerre
Expansions,” Proc. American Control Conference,
pp. 2195–2199, Seattle, WA, June 1995.

E. Zafiriou, H.-W. Chiou and R. A. Adomaitis,
“Nonlinear Model Based Run-to-Run Control for
Rapid Thermal Processing with Unmeasured
Variable Estimation,” Symposium on Process
Control, Diagnostics and Modeling in Semiconductor
Manufacturing I, 187th Meeting of the Electrochemi-
cal Society, Reno, NV (May 1995), pp. 18–31, Proc.
Volume 95–2, eds. M. Meyyappan, D. J.
Economou and S. W. Bulter, 1995.

Carlos Berenstein

Books or chapters in books

C. Berenstein and R. Gay, “Complex Analysis and
Special Topics in Harmonic Analysis,” Springer,
492 pages.

Articles in refereed publications

C. Berenstein, D. C. Chang and B. Q. Li, “Shared
Values for Meromorphic Functions in Several
Complex Variables,” Advances in Mathematics, Vol.
115, pp. 201–220, 1995.

C. Berenstein and A. Yger, “Exponential Polynomi-
als and D-modules,” Compositio Mathematica, Vol.
95, pp. 131–181, 1995.

C. Berenstein, B. Q. Li and A. Vidras, “Geometric
Characterization of Interpolation Varieties for the
(FN)-space Aof Entire Functions,” Can. J. Math.,
Vol. 47, pp. 28–43, 1995.

C. Berenstein, D. C. Chang and B. Q. Li, “Interpolat-
ing Varieties and Counting Functions in Cn, “ to
appear in Michigan Math. J., Vol. 42, 1995.

Articles in conference proceedings

C. Berenstein, “Acerca del Teorema de Morera,” in
Volume in homage to Ricardo Ricabarra, L.
Monteiro (ed.), Publ. Universidad Nacional del Sur,
pp. 51–59, Bahia Blanca, Argentina, 1995.

C. Berenstein and A. Yger, “The Use of D-modules
to Study Exponential Polynomials,” in “Topics in
Complex Analysis,” Banach Center Publications,
Vol. 31, Warsaw, Poland, pp. 77–90, 1995.

C. Berenstein, K. J. R. Liu and D. Walnut, “Localized
Wavelet Based Computerized Tomography,” ICIP-
95, Washington, DC.

C. Berenstein, J. Baras and N. Sidiropoulos, “The
Combinatorial Basis of Uniformly Bounded
Discrete Random Set Theory,” to appear in Proc.
1995 Conf. on Information Sciences and Systems, The
Johns Hopkins Univ., March 22–24, 1995.

C. Berenstein, J. S. Baras and N. D. Sidiropoulos,
“New Results on Optimality and Consistency of
Morphological Openings and Closings,” SPIE
40th Annual Meeting, San Diego, CA, July 9–14,
1995.

M. Scott Corson

Articles in refereed publications

S. Corson, A. Ephremides, “A Distributed Routing
Algorithm for Mobile Wireless Networks,” ACM
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Wireless Networks Journal, vol. 1, no. 1, February
1995.

S. Corson, S. Batsell, “A Reservation-Based Multicast
(RBM) Routing Protocol for Mobile Networks:
Overview of Initial Route Construction,” to
appear in ACM Wireless Networks Journal, vol. 1,
no. 13, December 1995.

Articles in conference proceedings

S. Corson, S. Batsell, “A Reservation-Based Multicast
(RBM) Routing Protocol for Mobile Networks:
Initial Route Construction,” Proceedings of the IEEE
INFOCOM ‘95, Boston, MA, April 1995.

Anthony Ephremides

Books or chapters in books

A. Ephremides, Worldwide Wireless Communication,
co-editor, published by the International Engi-
neering Consortium, December 1995.

Articles in refereed publications

A. Ephremedies, C. Barnhart and J. Wieselthier, “A
Neural Network Approach to Solving the Link
Activation Problem in Multihop Radio Net-
works,” IEEE Transactions on Communications, pp.
1277–1283, April 1995.

A. Ephremedies, C. Barnhart and J. Wieselthier,
“Standard Clock Simulation and Ordinal Optimi-
zation Applied to Admission Control in Inte-
grated Communication Networks,” Journal of
Discrete Event Dynamic Systems, pp. 243–279, July
1995.

A. Ephremedies, C. Barnhart and J. Wieselthier,
“Admission Control Policies for Multihop Wire-
less Networks,” ACM Journal on Wireless Networks,
pp. 373–387, December 1995.

A. Ephremedies, “Review of the Collected Papers of
Claude E. Shannon,” IEEE Trans. on Information
Theory, Vol. 42, No. 1, pp. 324–326, January 1996.

Articles in conference proceedings

A. Ephremedies, C. Barnhart and J. Wieselthier, “A
Mini-Product-Form-Based Solution to Data-Delay
Evaluation in Wireless Integrated Voice/Data
Network,” Proc. IEEE INFOCOM, pp. 1044–1052,
Boston, MA, April 1995.

A. Ephremedies, “In Search of Modles for New
Realities: From ‘Bits-and-Queues’ to ‘Bits-in-
Space,’” Proc. IEEE Information Theory Workshop on
Multiple Access and Queuing, pp. 12–14, St. Louis,
MO, April 1995.

A. Ephremedies, C. Barnhart and J. Wieselthier,
“Platform-Related Limitations to Efficiency in
Standard Clock Simulation on Sequential Ma-
chines,” Proc. of 1995 Summer Simulation Confer-
ence, pp. 15–20, Ottawa, Ontario, July 1995.

A. Ephremedies, D. Friedman, S. Gupta and C.
Zhang, “ACTS Experiments at the Center for
Satellite & Hybrid Communication Networks,”
ACTS Results Conference proceedings, pp. 3.1–3.25,
Cleveland, OH, September 1995.

A. Ephremedies and A. Traganitis, “The Extension
of Optimality of Threshold Policies in Queuing
Systems with Two Heterogeneous Constant-Rate
Servers,” Proc. IEEE Information Theory Symposium,
pp. 105–106, Whisteler, B.C., September 1995.

A. Ephremedies, J. Wieselthier and C. Barnhart,
“Admission Control and Bandwidth Allocation in
High-Speed Networks as a System Theory
Control Problems,” Proc. of the 34th IEEE Confer-
ence on Decision and Control, pp. 358–365, New
Orleans, LA, December 1995.

A. Ephremedies, D. Friedman, S. Gupta and C.
Zhang, “Review of the VSAT ACTS Experiments
at the Center for Satellite and Hybrid Communi-
cation Networks,” Proc. of the Space Technology and
Applications International Forum, pp. 479–483,
Albuquerque, NM, January 1996.

A. Ephremedies, D. Friedman, S. Gupta and C.
Zhang, “Experiments in Hybrid Networking with
the Advanced Communications Technology
Satellite,” Proc. of 16th International Communication
Satellite Systems Conference, pp. 467–475, Washing-
ton, D.C., February 1996.

Nariman Farvardin

Books or chapters in books

N. Farvardin, “Speech Coding over Noisy Chan-
nels,” in Recent Advances in Speech Recognition and
Coding, ed. A. Rubio and J. Lopez Soler, Springer,
pp. 387–404, 1995.

N. Phamdo, T.-H. Lee and N. Farvardin, “Vector
Quantization Based Classifier and Maximum
Likelihood Decoding for Speaker Recognition,”
ed. A. Rubio and J. Lopez Soler, Springer, pp. 493–
495, 1995.

N. Farvardin and X. Ran, “A Perceptually Motivated
Three-Component Image Model,” in Video Coding:
The Second Generation Approach, ed. L. Torres and
M. Kunt, Kluwer Academic Publishers, pp. 337–
376, 1996.
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N. Farvardin, “Recent Advances in Image Coding,”
in Progress in Picture Processing, ed. H. Maitre,
North-Holland, to appear, 1996.

Articles in refereed publications

X. Ran and N. Farvardin, “A Perceptually-Motivated
Three-Component Image Model—Part I: Descrip-
tion of the Model,” IEEE Trans. Image Proc., pp.
401–415, April 1995.

X. Ran and N. Farvardin, “A Perceptually-Motivated
Three-Component Image Model—Part II: Appli-
cations to Image Compression,” IEEE Trans. Image
Proc., pp. 430–447, April 1995.

F. Alajaji, N. Phamdo, N. Farvardin and T. Fuja,
“Detection of Binary Sources Over Discrete
Channels with Additive Markov Noise,” IEEE
Trans. Inform. Theory, vol. 42, pp. 230–239, Jan.
1996.

Articles in conference proceedings

H. Ito and N. Farvardin, “On Motion Compensation
of Wavelet Coefficients,” Proc. ICASSP95, pp.
2161–2164, Detroit, April 1995.

P. Ligdas and N. Farvardin, “Power Control
Schemes for Memoryless Channels with Known
Variations,” Proc. of Conference on Informations
Sciences and Systems, pp. 550–555, Baltimore, MD,
March 1995.

C. C. Lee, N. Phamdo, R. Laroia and N. Farvardin,
“On Predictive TB-SVQ of Speech at Low Bit
Rates,” Proc. of Conference on Informations Sciences
and Systems, pp. 82–87, Baltimore, MD, March
1995.

C.-C. Lee and N. Farvardin, “Memory and Mismatch
Issues in Buffer-Instrumented Entropy-Coded
TCQ,” Proc. of Conference on Informations Sciences
and Systems, pp. 70–75, Baltimore, MD, March
1995.

H. Jafarkhani, N. Farvardin and C. C. Lee, “Optimal
2–D Spectral Classification and Its Application in
Wavelet Coding of Images,” Proc. of Conference on
Informations Sciences and Systems, pp. 568–572,
Baltimore, MD, March 1995.

H. Jafarkhani and N. Farvardin, “Scalable Wavelet
Image Coding Scheme Using Multi-Stage Pruned
Tree-Structured Vector Quantization,” Proc. IEEE
Int. Conf. on Image Processing, pp. III.81–84, Oct.
1995, Washington, DC, 1995.

H. Ito and N. Farvardin, “Wavelet Video Coder
Using Entropy-Coded Trellis Coded Quantiza-
tion,” Proc. IEEE Int. Conf. Image Proc., pp. I.598–
601, Washington, DC, Oct. 1995.

B. Johnson and N. Farvardin, “A Finite-State Two-
Stage Vector Quantizer for Coding Speech Line
Spectral Parameters,” Proc. IEEE Speech Coding
Workshop, pp. 47–48, Annapolis, MD, Sept. 1995.

Thomas E. Fuja

Articles in refereed publications

F. Alajaji, N. Phamdo, N. Farvardin and T. Fuja,
“Detection of Binary Sources Over Discrete
Memoryless Channels with Additive Markov
Noise,” IEEE Transactions on Information Theory,
Vol. 42, No. 1, pp. 230–239, January 1996.

Articles in conference proceedings

S. Al-Semari and T. Fuja, “I-Q Trellis Coded Modula-
tion for the Rayleigh Fading Channel,” 1995
Conference on Information Sciences and Systems, pp.
222–227, Johns Hopkins University, Baltimore,
MD, March 22–24, 1995.

S. Chen and T. Fuja, “Tradeoffs Between Error Rates
And Failure Rates In Channel-Coded Land
Mobile Radio Voice Applications,” 1995 Conference
on Information Sciences and Systems, pp. 31–36,
Johns Hopkins University, Baltimore, MD, March
22–23, 1995.

S. Al-Semari and T. Fuja, “Tight Upper Bounds on
the Bit Error Probability for Diversity Reception in
Slow Rayleigh Fading,” Allerton Conference on
Communications, Control and Computing, pp. xx-xx,
Champaign, Illinois, October 4–6, 1995.

N. Phamdo, F. Alajaji, Shih-I Chen and T. Fuja,
“Source-Dependent Channel Coding of CELP
Speech Over Land Mobile Radio Channels,”
MILCOM ’95, pp. 1041–1045, San Diego, CA,
November 5–8, 1995.

M. Eroz and T. Fuja, “A Multiple Trellis-Coded
Hybrid-ARQ Scheme for Land Mobile Communi-
cation Channels,” MILCOM ’95, pp. 496–500, San
Diego, CA, November 5–8, 1995.

F. Alajaji, N. Phamdo and T. Fuja, “Channel Codes
That Exploit the Residual Correlation in CELP-
Encoded Speech,” 1995 IEEE International Sympo-
sium on Information Theory, p. 286, Whistler, BC,
Canada, September 17–22, 1995.

S. Al-Semari and T. Fuja, “Reliable Communication
Over the Rayleigh Fading Channel With I-Q
TCM,” 1995 IEEE International Symposium on
Information Theory, p. 216, Whistler, BC, Canada,
September 17–22, 1995.
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Evaggelos Geraniotis

Articles in refereed publications

E. Geraniotis and M. Soroushnejad, “Performance
Evaluation of Multi-Access Strategies for an
Integrated Voice/Data CDMA Packet Radio
Network,” IEEE Trans. on Communications, pp.
934–945, Mar. 1995.

E. Geraniotis, M. Soroushnejad and W.-B. Yang, “A
Multi-Access Scheme for Voice/Data Integration
in Hybrid Satellite/Terrestrial and Heterogeneous
Mixed-Media Packet Radio Networks,” IEEE
Trans. on Communications, pp. 1756–1767, Apr.
1995.

Articles in conference proceedings

Y.W. Chang and E. Geraniotis, “Optimal Policies of
Hand-Off and Channel Assignment in CDMA
Cellular Networks,” Proceedings of the 1995
Conference on Information Sciences and Systems,
pp.7–12, Johns Hopkins Univ., Baltimore, MD,
March 1995.

C.H. Chou and E. Geraniotis, “Comparisons of ATM
Switch Performance for Various Traffic Models
with Long-Range Dependence,” Proceedings of the
1995 Conference on Information Sciences and Systems,
pp. 428–434, Johns Hopkins Univ., Baltimore, MD,
March 1995.

C.H. Chou and E. Geraniotis, “Efficient computation
of End-to-End Performance Measures for Multi-
Link ATM Networks with Multi-Media Traffic,”
Proceedings of the 1995 IEEE/ACM INFOCOM
Conference, pp. 170–178, Boston, MA, April 1995.

Y.W. Chang and E. Geraniotis, “Optimal Policies for
Hard and Soft Hand-Off and Channel Assignment
in CDMA Cellular Networks,” Proceedings of the
5th International Conference on Advances in Commu-
nication and Control, pp. 425–431, Rithymno,
Greece, June 1995.

E. Geraniotis and T.H. Wu, “Power-control Strate-
gies for a Multi-Media CDMA Personal Commu-
nications System,” Proceedings of the 45th IEEE
Vehicular Technology Conference, pp.789–793,
Chicago, IL, July 1995.

Y.W. Chang, E. Geraniotis and S. Yao, “Multi-Media
Multi-Rate CDMA Communications,” Proceedings
of the 1995 International Symposium on Information
Theory, pp. 108, Whistler, British Columbia,
Canada, September 1995.

C. Cordier and E. Geraniotis, “Maximum Likelihood
Sequence Estimation for Non-Gaussian Band-
Limited Channels,” Proceedings of the 1995 Interna-
tional Symposium on Information Theory, pp. 338,

Whistler, British Columbia, Canada, September,
1995.

W.C. Chan and E. Gerantiotis, “Limiting the Access
Bandwidth of a Video Source: Model and Perfor-
mance Analysis,” Proceedings of the 1995 IEEE/
ACM International Conference on Computer Commu-
nications and Networks, pp. 546–553, Las Vegas,
Nevada, September 1995.

E. Geraniotis and S.Yao, “Multi-Rate CDMA for
Multi-Media PCA Communications,” Proceedings
of the 1995 SPIE: Wireless Data Transmission, pp.
60–71, Philadelphia, PA, October 1995.

E. Geraniotis and S. Yao, “On the Power Control of a
Multiple-Beam Satellite CDMA System,” Proceed-
ings of the 1995 Military Communications Conference,
pp. 523–528, San Diego, CA, November 1995.

E. Geraniotis and I.H. Lin, “Near-Optimal Routing
for Integrated Voice and Data Traffic in High-
Speed Networks,” Proceedings of the 1995 Global
Telecommunications Conference, p. 586–591,
Singapore, November 1995.

Y.W. Chang and E. Geraniotis, “Optimal Polivies for
Hand-Off and CDMA Code Assignment in
Networks of LEO Satellites,” Proceedings of the
16th AIAA International Communications Satellite
Systems Conference, pp. 483–489, Washington, DC,
February 1996.

K.J.R. Liu

Articles in refereed publications

X. Ran and K.J.R. Liu, “Fast Algorithms for 2–D
Circular Convolutions and Number Theoretic
Transforms Based on Polynomial Transforms
Over Finite Rings,” IEEE Trans. on Signal Process-
ing, vol 43, no 3, pp.569–578, March 1995.

E. Frantzeskakis, J. Baras and K.J.R. Liu, “Time-
Recursive Computation and Real-Time Parallel
Architectures: A Framework,” IEEE Trans. on
Signal Processing, vol 43, no 11, pp. 2762–2775,
Nov. 1995.

V. Srinivasan and K.J.R. Liu, VLSI Design of High-
Speed Time-Recursive 2–D DCT/IDCT Processor
for Video Application,” IEEE Trans. on Circuits and
Systems for Video Technology, Vol 6, no 1, pp.87–96,
Feb. 1996.

Articles in conference proceedings

Y. Li, K.J.R. Liu and J. Razavilar, “Improved Param-
eter Estimation Schemes for Damped Sinusoidal
Signal,” Proc. of 29th Annual Conf. on Information
Sciences and Systems, pp. 786–791, Johns Hopkins
University, March 1995.
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A. Raghupathy, U.V. Koc and K.J.R. Liu, “A
Wavefront Array for URV Decomposition Updat-
ing,” Proc. IEEE Int’l Sym. Circuits and Systems
(ISCAS), pp.553–556, Seattle, April 1995.

A.Y. Wu and K.J.R. Liu, “Algorithm-Based Low-
Power Transform Coding Architectures,” Proc.
IEEE Int’l Conf. Acoustic, Speech and Signal Process-
ing (ICASSP), pp.V.3267–3270, Detroit, May 1995.

J. Razavilar, Y. Li and K.J.R. Liu, “Parameter Estima-
tion of NMR Spectroscopy Using Matrix Pencil,”
Proceedings of 1995 IEEE Engineering in Medicine
and Biology 17th Annual Conference (EMBC), pp.
493–494, Montreal, Canada, Sept. 1995.

Y. Li, J. Razavilar and K.J.R. Liu, “DMUSIC Algo-
rithm for 2D NMR Signals,” Proceedings of 1995
IEEE Engineering in Medicine and Biology 17th
Annual Conference (EMBC), pp. 477–478, Montreal,
Canada, Sep. 1995.

U.V. Koc and K.J.R. Liu, “Adaptive Overlapping
Approach for DCT-Based Motion Estimation,”
Proc. IEEE Int’l Conf. on Image Processing (ICIP),
pp. I-223–226, Washington DC, Oct. 1995.

F. Rashid-Farrokhi, K.J.R. Liu, C. Berenstein and D.
Walnut, “Localized Wavelet Based Computerized
Tomography,” Proc. IEEE Int’l Conf. on Image
Processing (ICIP), pp. II-445–448, Washington DC,
Oct. 1995.

A.Y. Wu, K.J.R. Liu, A. Raghupathy and S.C. Liu,
“Parallel Programmable Video Co-Processor
Design,” Proc. IEEE Int’l Conf. on Image Processing
(ICIP), pp. I-61–64, Washington DC, Oct. 1995.

U.V. Koc and K.J.R. Liu, “Subpixal Motion Estima-
tion in DCT Domain,” to appear, SPIE Interna-
tional Symposium on Visual Communications and
Image Processing, 1996.

H. Wang and K.J.R. Liu, “A Fast Tracking Adaptive
Array System for Mobile Communications,” to
appear, IEEE Int’l Conf. Acoustic, Speech and Signal
Processing (ICASSP).

U.V. Koc and K.J.R. Liu, “DCT-Based Subpixal
Motion Estimation,” to appear, IEEE Int’l Conf.
Acoustic, Speech and Signal Processing (ICASSP).

J. Razavilar, Y. Li and K.J.R. Liu, “Spectral Estima-
tion Based on Structured Low Rank Matrix
Pencil,” to appear, IEEE Int’l Conf. Acoustic, Speech
and Signal Processing (ICASSP).

A.Y. Wu, K.J.R. Liu, Z. Zhang, K. Nakajima and A.
Raghupathy, “Low-Power Design for DSP Sys-
tems Using Multirate Approach,” to appear, IEEE
Int’l Sym. Circuits and Systems (ISCAS).

H. Wang and K.J.R. Liu, “Diversity Combining with
Novel Fixed-Delay M-Decoder for Fast Time-
Varying Fading Channel,” to appear, IEEE Int’l
Conference on Communications (ICC).

B. Sampath, Y. Li and K.J.R. Liu, “A Subspace Based
Blind Identification and Equalization Algorithm,”
to appear, IEEE Int’l Conference on Communications
(ICC).

Y. Li and K.J.R. Liu, “On Blind Equalization of
MIMO Channels,” to appear, IEEE Int’l Conference
on Communications (ICC).

Y. Li and K.J.R. Liu, “Learning Characteristics for A
General Class of Adaptive Blind Equalizers,” to
appear, IEEE Int’l Conference on Communications
(ICC).

Y. Li and K.J.R. Liu, “On Blind MIMO Channel
Identification Using Second Order Statistics” to
appear, 30th Annual Conf. on Information Sciences
and Systems, Princeton March 1996.

Y. Li, K.J.R. Liu and Z. Ding, “Intrinsic Properties of
Local Minima for Unconstrained Blind Equaliz-
ers” to appear, 30th Annual Conf. on Information
Sciences and Systems, Princeton, March 1996.

Armand M. Makowski

Articles in refereed publications

R. Rezaiifar, A. M. Makowski and S. P. Kumar,
“Stochastic Control of Handoffs in Cellular
Networks,” IEEE Journal on Selectred Areas in
Communications, Vol. 13, pp. 1348–1362, 1995.

Articles in conference proceedings

R. Rezaiifar, A. M. Makowski and S. P. Kumar,
“Optimal Control of Handoffs in Wireless Net-
works,” Proceedings of the 1995 IEEE Vehicular
Technology Conference, pp. 887–891, Chicago, IL,
July 1995.

M. Parulekar and A. M. Makowski, “Tail Probabili-
ties for a Multiplexer with Self-similar Traffic,”
Proceedings of Infocom’96, San Francisco, CA, 1996. In
press.

J. Kim, M. G. Ryu, A. M. Makowski and P. Narayan,
“Design of an ATM LAN Access Switch Based on
IEEE P1355,” IEEE ATM Workshop ‘95, Washington,
DC, October 1995.

Y.-B. Kim and A. M. Makowski, “Stochastic Compari-
son in Non-blocking Switches with Output Queue-
ing,” Proceedings of the 34th IEEE Conference on
Decision and Control, p. 346–379, New Orleans, LA,
December 1995. Invited paper.
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G. C. Charleston, T. Christofilli, J. Kim, J. H. Lee, A.
Makowski, P. Narayan, S. Rao and M. G. Ryu,
“ALAX—A 1355–based Architecture for an ATM
LAN Access Switch, with Application to ATM
Onboard Switching,” Conference on NASA-Centers for
Commercialization and Development of Space (NASA-
CCDS), pp. 351–354, Albuquerque, NM, January
1996.

G. C. Charleston, T. Christofilli, S. Rao, A. Makowski,
P. Narayan, J. Kim and M. G. Ryu, “IEEE 1355–
based Architecture for an ATM Switch, with Appli-
cation to ATM Onboard Switching and Processing,”
16th International Communications Satellite Systems
Conference, pp. 451–457, Washington, DC, February
1996.

Prakash Narayan

Articles in refereed publications

I. Csiszar and P. Narayan, “Channel Capacity for a
Given Decoding Metric,” IEEE Trans. on Inform.
Theory, Vol. 41, No. 1, pp. 35–43, 1995.

V. Blinovsky, P. Narayan and M. S. Pinsker, “Capacity
of the Arbitrarily Varying Channel Under List
Decoding,” Problems of Information Transmission
(Problemy Perredachi Informatsii), Russian and
English translation, 1995.

A. Kanlis and P. Narayan, “The Error Exponent for
Successive Refinement by Partitioning,” IEEE
Transactions on Information Theory, Vol. 42, No. 1, pp.
275–282, January 1996.

Articles in conference proceedings

A. Kanlis and P. Narayan, “The Error Exponent for
Successive Refinement by Partitioning,” Proceedings
of the IEEE International Symposium on Information
Theory, Whisteler, British Columbia, Canada,
September 1995.

J. Kim, M. G. Ryu, A. M. Makowski and P. Narayan,
“Design of an ATM LAN Access Switch Based on
IEEE P1355,” IEEE ATM Workshop ‘95, Washington,
D.C., October 1995.

G. C. Charleston, T. Christofili, J. Kim, J. H. Lee, A.
Makowski, P. Narayan, S. Rao and M. G. Ryu,
“ALAX—A 1355–Based Architecture for an ATM
LAN Access Switch, with Application to ATM
Onboard Switching,” Conference on NASA-Centers for
Commercialization and Development of Space (NASA-
CCDS), pp. 351–354, Albuquerque, NM, January
1996.

G. Charleston, T. Christofili, S. Rao, A. M. Makowski, P.
Narayan, J. Kim, J. Lee and M. Ryu, “IEEE 1355–
Based Architecture for an ATM Switch, with Appli-
cation to ATM Onboard Switching and Processing,”

16th International Communications Satellite Systems
Conference, pp. 451–457, Washington, D.C., February
1996.

Shihab A. Shamma

Books or chapters in books

R. Lyon and S. Shamma, “Computational Strategies
for Pitch and Timbre,” in Auditory Computations, Ed.
H. Hawkins, T. McMullen, A. Popper and R. Fay,
Springer Verlag, approx. 35 pages, 1995 (in press).

W. Byrne and S. Shamma, “Neurocontrol in Sequence
Recognition,” in Neural Networks in Controls Applica-
tions, Ed. by D. Elliott, approx. 15 pages, 1995 (in
press).

S. Shamma, “Neural and Functional Models of the
Auditory Cortex,” in Handbook of Brain Theory and
Neural Networks, Ed. by M. Arbib, Bradford Books,
MIT Press, 1995.

S. Shamma, H. Versnel and S. Vranic, “Representation
of Spectral Profiles in the Auditory System: Theory,
Physiology and Psychoacoustics,” in Advances in
Hearing Research, Ed. G. Manley, G. Klump, C.
Koppl, Hl. Fastl and H. Oeckinghaus, World
Scientific Publishers, Singapore, pp. 534–544, 1995.

Articles in refereed publications

K. Wang and S. Shamma, “Representation of Acoustic
Signals in the Primary Auditory Cortex,” IEEE
Trans. Audio and Speech Processing, V3(5), pp. 382–39,
1995.

T. Denison, A. Owens, M. Peckerar, M. Rebbert, S.
Shamma and H. Versnel, “Multielectrode Array for
Measuring Evoked Potentials from Surface of Ferret
Primary Auditory Cortex,” J. Neuroscience Methods,
V58, pp. 209–220, 1995.

N. Kowalski, S. Shamma and H. Versnel, “Ripple
Analysis in the Ferret Primary Auditory Cortex. II.
Prediction of Unit Responses to Arbitrary Spectral
Profiles,” J. Auditory Neuroscience, pp. 255–270, 1995.

N. Kowalski, S. Shamma and H. Versnel, “Ripple
Analysis in the Ferret Primary Auditory Cortex. III.
Topographic and Columnar Distribution of Ripple
Response Parameters,” J. Auditory Neuroscience, pp.
271–285, 1995.

Nicholas Sidiropoulos

Articles in conference proceedings

N. D. Sidiropoulos, J. S. Baras and C. A. Berenstein,
“On Morphological Openings and Closings of
Signals in Shaped Noise,” in Proc. 1995 IEEE Int.
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Conf. on Image Processing, Washington, D.C., October
22–25, 1995.

N. D. Sidiropoulos, J. S. Baras and C. A. Berenstein,
“The Combinatorial Basis of Uniformly Bounded
Discrete Random Set Theory,” in Proc. 1995 Conf.. on
Information Sciences and Systems, The Johns Hopkins
University, Baltimore, MD, March 22–24, 1995.

N. D. Sidiropoulos, J. S. Baras and C. A. Berenstein,
“Some New Results on Optimality and Consistency
of Morphological Openings and Closings,” in Proc.
SPIE’s 40th Annual Meeting, SPIE Vol. 2568, San
Diego, CA, July 9–14, 1995.

N. D. Sidiropoulos, D. Meleas and T. Stragas,
“Multiframe MAP Signal Estimation in Morphologi-
cally Smooth Images,” in Proc. 1995 IEEE Workshop
on Nonlinear Signal and Image Processing, Neos
Marmaras, Halkidiki, Greece, June 20–22, 1995.

Leandros Tassiulas

Articles in refereed publications

L. Georgiadis, W. Szpankowski and L. Tassiulas, “A
Scheduling Policy with Maximal Stability Region for
Ring Networks with Spatial Reuse,” Queueing
Systems: Theory and Applications, Vol. 19, pp. 131–148,
October 1995.

L. Tassiulas, J. Joung, “Performance Measures and
Scheduling Policies in Ring Networks,” IEEE/ACM
Transactions on Networking , Vol. 3, pp. 576–584, 1995.

L. Tassiulas and S. Papavassiliou, “Optimal Anticipa-
tive Scheduling with Asynchronous Transmission
Opportunities,” IEEE Transactions on Automatic
Control, Vol. 40, No. 12, pp. 2052–2062, December
1995.

Articles in conference proceedings

S. Papavassiliou and L. Tassiulas, “The Joint Resource
Allocation Problem in Wireless Networks,” in
Proceedings of ICC’95, pp 395–399 Seattle, Washing-
ton, June 1995.

S. Papavassiliou and L. Tassiulas, “Improving the
Capacity in Wireless Networks Through Inte-
grated Channel Base Station and Power Assign-
ment,” in Proceedings of GLOBECOM’ 95,
Singapore, 1995.

L. Tassiulas and C.J. Su, “Optimal Memory Manage-
ment Strategies for Mobile Computing,” in the
Proceedings of the Thirtieth Annual Conference on
Information Sciences and Systems, Princeton, 1996.

Michael O. Ball

Books or chapters in books

M. O. Ball, C. Colbourn and J. S. Provan, “Network
Reliability,” Handbook of Operations Research and
Management Science: Network Models, M. Ball, T.
Magnanti, C. Monma and G. Nemhauser, eds.,
Elsevier, Amsterdam, pp. 673–762, 1995.

M. O. Ball, T. Magnanti, C. Monma and G.
Nemhauser, eds., Handbook of Operations Research
and Management Science: Network Models, Elsevier,
Amsterdam, 1995.

M. O. Ball, T. Magnanti, C. Monma and G.
Nemhauser, eds, Handbook of Operations Research
and Management Science: Network Routing, Elsevier,
Amsterdam, 1995.

Articles in refereed publications

M. O. Ball, J. Hagstrom and J. S. Provan, “Threshold
Reliability of Networks with Small Failure Sets,”
Networks, 25, 101–115, 1995.

M. O. Ball and F. Lin, “Reliability, Covering and
Balanced Matrices,” Operations Research Letters, 17,
1–8, 1995.

M. O. Ball, “Book Review: Network Flows, by
Ahuja, Magnanti and Orlin,” SIAM Review, 37,
115–116, 1995.

Articles in conference proceedings

M. O. Ball, J. Baras, S. Bashyam, R. Karne and V.
Trichur, “On the Selection of Parts and Processes
During Design of Printed Circuit Board Assem-
blies,” 1995 INRIA/IEEE Symposium on Emerging
Technologies and Factory Automation, vol. 3, pp.
241–248, 1995.

A. Assad, M. O. Ball and R. Dahl, “Sleeping Beau-
ties: Scheduling the Production of Mattresses with
Sequence-Dependent Set Ups,” 1995 INRIA/IEEE
Symposium on Emerging Technologies and Factory
Automation, vol. 3, pp. 229–239, 1995.

John S. Baras

Books or chapters in books

B. Frankpitt, J.S. Baras and C.A. Berenstein, A
Frequency Domain Approach to Controller Design for
Linear, Time-Invariant, Infinite-Dimensional Systems,
in “Smart Structures, Nonlinear Dynamics and
Control, Vol. II,” A. Guran and D.J. Inman (Edts),
Prentice Hall, 1995.
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Articles in refereed publications

E. Frantzeskakis J.S. Baras and K.J. Ray Liu, “Time-
Recursive Computation and Real-Time Parallel
Architectures: A Framework,” IEEE Transactions
on Signal Processing, pp. 2762–2775, Vol. 43, No. 11,
November 1995.

M.R. James and J.S. Baras, “Robust H∞ Output
Feedback Control for Nonlinear Systems,” IEEE
Transactions on Automatic Control, pp. 1007–1017,
Vol. 40, No. 6, June 1995.

J.S. Baras and N.S. Patel, “Derivation of Fuzzy Rules
for Model Free Tuning of PID Controllers,” Journal
of Intelligent and Fuzzy Systems, Vol. 3, Issue I, pp.
59–69 (1995).

N.S. Sidiropoulos, J.S. Baras and C.A. Berenstein,
“Further Results on MAP Optimality and Strong
Consistency of Certain Classes of Morphological
Filters,” IEEE Transactions on Image Processing, Vol.
5, No. 5, May 1996.

J.B. Moore and J.S. Baras “Finite-Dimensional
Optimal Controllers for Nonlinear Plants,”
Systems and Control Letters 26 (1995) pp. 223–230.

Articles in conference proceedings

J.S. Baras and N.S. Patel, “Robust Control of Dis-
crete Time Generalized Dynamical Systems: Finite
and Infinite Time Results,” Proceedings of the 1995
American Control Conference, Vol. 3, pp. 1990–1994,
Seattle, Washington, June 21–23, 1995.

J.S. Baras and A. Kurzhansky, “Nonlinear Filtering:
the Set-Membership (Bounding) and the H∞
Techniques,” Proceedings of the NOLCOS’95 IFAC
Workshop, University of California, Davis, Vol. 2,
pp. 449–454, June 25–28, 1995.

N.S. Sidiropoulos, J.S. Baras and C.A. Berenstein,
“New Results on Optimality and Consistency of
Morphological Openings and Closings,” to
appear in the Proceedings of Morphological Image
Processing and Random Image Modeling, Vol. 2568,
pp. 118–122, San Diego, CA., July 10, 1995.

N.S. Sidiropoulos, J.S. Baras and C.A. Berenstein,
“On Morphological Openings and Closings of
Signals in Shaped Noise,” Proceedings of IEEE 1995
International Conference on Image Processing, Vol I of
III, pp. 518–521, Washington, DC, October 22–25,
1995.

J.S. Baras and N.S. Patel, “Information State for
Robust Control of Set-Valued Discrete Time
Systems,” Proceedings of the 34th IEEE Conference
on Decision and Control, Vol.3, pp. 2302–2307, New
Orleans, Louisiana, December 13–15, 1995.

J.S. Baras, A. Bensoussan and R. Elliott “Some
results on risk-sensitive control with partial
information,” Proceedings of the 34th IEEE Confer-
ence on Decision and Control, Vol. 3, pp. 2853–2857,
New Orleans, Louisiana, December 13–15, 1995.

M.K. Sonmez and J.S. Baras, “The Multiple LAG
Process and Its Estimation,” Proceedings of the
International Conference on Acoustics, Speech and
Signal Processing, Vol. 3, pp. 1697–1700, Detroit,
MI, June 1995.

N.S. Patel and J.S. Baras, “Designing Response
Surface Model Based Run by Run Controllers: A
New Approach,” Proceedings of 1995 International
Electronic Manufacturing Technology Symposium,
pp. 210–217, Austin, Texas, October 2–4, 1995.

M.O. Ball, J.S. Baras,. Bashyam, R.K. Karne and V.S.
Trichur, “On the Selection of Parts and Processes
during Design of Printed Circuit Board Assem-
blies,” Proceedings of INRIA/IEEE Conference on
Emerging Technologies and Factory Automation, Vol.
3, pp. 241–248, Paris, France, October 10–13, 1995.

J.S. Baras, M. Ball, R.K. Karne, S. Kelley, K. Jang, C.
Plaisant, N. Roussopoulos, K. Stathatos, A.
Vakhutinsky, J.B. Valluri and D. Whitefield,
“Integrated Network Management System of
Hybrid Networks,” Proceedings of the 1st Confer-
ence of Commercial Development of Space, Part One,
pp. 345–350, Albuquerque, New Mexico, January
7–11, 1996.

V. Arora, J.S. Baras, N. Suphasindhu and D. Dillon,
“Effective Extensions of Internet in Hybrid
Satellite-Terrestrial Networks,” Proceedings of the
1st Conference of Commercial Development of Space,
Part One, pp. 339–344, Albuquerque, N.M.,
January 7–11, 1996.

K. Stathatos, S. Kelley, N. Roussopoulos and J.S.
Baras, “Consistency and Performance of Concur-
rent Interactive Database Applications,” to appear
in the Proceedings of the 12th IEEE International
Conference of Data Engineering, pp. 602–608, New
Orleans, Louisiana, February 26–March 1, 1996.

J.S. Baras and N.S. Patel, “Reduced Complexity
Nonlinear H∞ Controllers: Relation to Certainty
Equivalence,” accepted for publication in the
Proceedings of the IFAC’96, 13th World Congress
International Federation of Automatic Control, San
Francisco, CA , June 30–July 5, 1996.

Y. Zhuang and J.S. Baras, “Constructing Optimal
Wavelet Basis for Image Compression,” accepted
for publication in the 1996 IEEE (ICASSP) Confer-
ence on Acoustics, Speech and Signal Processing,
Atlanta, Georgia, May 7–10, 1996.
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J.S. Baras, R.K. Karne, M.O. Ball, S. Bashyam, M.
Townsley, F. Huang, V.S. Trichur, M. Karir, H. Xie
and A. Inbar, “Decision Making Assistant for
Integrated Product and Process Design Environ-
ment,” Symposium on Timely Realization of Afford-
able Military Systems Through Enhanced Manufac-
turing Technology, Albuquerque, NM, October 18–
20, 1995.

N.D. Sidiropoulos, J.S. Baras, E. Siegel, S.M.
Pomerantz, Z. Protopapas and B.I. Reiner) “Com-
puter-Aided Selection of Window and Level for
Filmless Radiology,” accepted for publication in
Proceedings of SCAR ‘96, Denver, Colorado, June
6–9, 1996.

J.S. Baras and N.S. Patel, “Robust Nonlinear Control
of a Rapid Thermal Processor,” Proceedings of the
13th International Conference on Chemical Vapor
Deposition (CVD-XIII), pp. 171–176, Los Angeles,
CA, May 5–10, 1996.

M.K. Sonmez J.S. Baras and R. Rajasekaran, “Robust
Recognition of Cellular Telephone Speech by
Adaptive Vector Quantization,” accepted for
publication in the 1996 IEEE (ICASSP) Conference
on Acoustics, Speech and Signal Processing, Atlanta,
Georgia, May 7–10, 1996.

N.D. Sidiropoulos, J.S. Baras and C.A. Berenstein,
“Structurally Robust Weak Continuity,” accepted
for publication in the 8th IEEE Signal Processing
Workshop on Statistical Signal and Array Processing,
Corfu, Greece, June 24–26, 1996.

V. Arora, J.S. Baras, N. Suphasindhu and D. Dillon,
“Asymmetric Internet Access Over Satellite-
Terrestrial Networks,” Proceedings of the AIAA:
16th International Communications Satellite Systems
Conference and Exhibit, Part 1, pp. 476–482, Wash-
ington, D.C., February 25–29, 1996.

J.S. Baras, M. Ball, R.K. Karne, S. Kelley, K. Jang, C.
Plaisant, N. Roussopoulos, K. Stathatos, A.
Vakhutinsky, J.B. Valluri and D. Whitefield,
“Hybrid Network Management,” Proceedings of
the AIAA: 16th International Communications
Satellite Systems Conference and Exhibit, Part 1, pp.
490–500, Washington, D.C., February 25–29, 1996.

J.S. Baras, “ATM in Hybrid Networks,” Proceedings
of Design SuperCon 1996, Vol. Day One, pp. 1–1
through 1–13, Santa Clara, CA, January 30–
February 1, 1996.

M.K. Sonmez and J.S. Baras, “A Statistical Complex-
ity Framework for Topology Preserving Adaptive
Vector Quantization,” Proceedings of CISS’96,
Princeton, NJ, March 20–22, 1996.

S. Gupta, J.S. Baras, N. Roussopoulos and S. Kelley,
“Simple Calls for Flexible Constructs Using the
Traditional File API,” accepted for publication in
the Proceedings of OPENSIG Workshop, Columbia
University, New Jersey, April 29–30, 1996.

Patent and invention disclosures

J.S. Baras and Y.H. Kao, Method and System for
CELP Speech Coding and Codebook for Use
Therewith, Patent Number: 5,371,853, UM-91–013,
awarded December 6, 1994.

Doug Dillon and J.S. Baras, Hybrid Internet Access,
Pubs Number: 9999889, (Hughes Network Sys-
tems), Patent Pending.

J.S. Baras, D. Friedman, A. Ephremides, A. Falk, N.
Suphasindhu, B. Johnson, T. Kirkwood, A System
Design for a Hybrid Network Data Communica-
tions Terminal Using Asymmetric TCP/IP to
Support Internet Applications, University of
Maryland Invention Disclosure Number: UM-94–
030, (Hughes Network Systems).

J.S. Baras and N.D. Sidiropoulos, “Computer-Aided
Determination of Window-and-Level for Filmless
Radiology” Provisional Patent Number: Invention
Disclosure Number: IS-95–053, Patent Pending.

Christos Faloustos

Books or chapters in books

M. Arya, W. Cody, C. Faloutsos, Joel Richardson and
Arthur Toga “Design and Implementation of
QBISM, a 3–D Medical Image Database System,”
in Multimedia Database Systems: Issues and Research
Directions. Editors: Sushil Jajodia and V.S.
Subrahmanian, Springer Verlag, 1996.

Articles in refereed publications

C. Faloutsos, R. Ng and T. Sellis, “Flexible and
Adaptable Buffer Management Techniques for
Database Management Systems” IEEE Trans. on
Computers, 44, 4, April 1995, pp. 546–560.

Articles in conference proceedings

C. Faloutsos and K.-I. (David) Lin, “FastMap: A Fast
Algorithm for Indexing, Data-Mining and Visual-
ization of Traditional and Multimedia Datasets,”
ACM SIGMOD, May 1995, San Jose, CA, pp. 163–
174.

A. Belussi and C. Faloutsos, “Estimating the Selec-
tivity of Spatial Queries Using the ‘Correlation’
Fractal Dimension,” VLDB, Sept. 1995, Zurich,
Switzerland, pp. 299–310.

A. Kumar, V. J. Tsotras and C. Faloutsos, “Access
Methods for Bi-Temporal Databases” in Int.
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Workshop on Temporal Databases, Zurich, Switzer-
land, Sept. 1995.

N. Koudas, C. Faloutsos and I. Kamel, “Declustering
Spatial Databases on a Multi-computer Architec-
ture,” EDBT Conference, Avignon, France, March
1996 (to appear).

Michael C. Fu

Articles in refereed publications

M. Fu and J.Q. Hu, “On Unbounded Hazard Rates
for Smoothed Perturbation Analysis,” Journal of
Applied Probability, Sept. 1995.

M. Fu, J.Q. Hu and R. Nagi, “Gradient Estimation
for Queues with Non-identical Server,” Computers
& Operations Research, 1995.

M. Fu and J.Q. Hu, “Sensitivity Analysis for Monte
Carlo Simulation of Option Pricing,” Probability in
the Engineering and Information Sciences, 1995.

M. Fu and J.Q. Hu, “Addendum to Extensions and
Generalizations of Smoothed Perturbation Analy-
sis in a Generalized Semi-Markov Process Frame-
work Analysis for Monte Carlo Simulation of
Option Pricing,” IEEE Transactions on Automatic
Control, 1995.

M. Fu and J.Q. Hu, “On the Relationship of Capaci-
tated Production/Inventory Models to Manufac-
turing Flow Control Models,” Operations Research
Letters, 1995.

Articles in conference proceedings

S. Bashyam, M. Fu and B.K. Kaku, “Application of
Perturbation Analysis to Multiproduct Capaci-
tated Production — Inventory Control,” Proceed-
ings of the American Control Conference, 1995.

M. Fu, “Pricing of Financial Derivatives Via Simula-
tion,” Proceedings of the Winter Simulation Confer-
ence,” 1995.

M. Fu, “Transfer Optimization Via Simultaneous
Perturbation Stochastic Approximation,” Proceed-
ings of the Winter simulation Conference,” 1995.

Jeffrey W. Herrmann

Articles in refereed publications

J. W. Herrmann and C.-Y. Lee, “Solving a Class
Scheduling Problem With a Genetic Algorithm, “
ORSA Journal of Computing, Vol. 7, No. 4, pp. 443–
452, 1995.

J. W. Herrmann, C.-Y. Lee and J. Hinchman, “Global
Job Shop Scheduling with a Genetic Algorithm,”

Production and Operations Mgt., Vol. 4, No. 1, pp.
30–45, 1995.

J. W. Herrmann, G. Ioannou, I. Minis, R. Nagi and
J.-M. Proth, “Design of Material Flow Networks in
Manufacturing Facilities,” Journal of Manufactur-
ing Systems, Vol. 14, No. 4, pp. 277–289, 1995.

D. Delaney, J. W. Herrmann, G. Ioannou, T. Lu, I.
Minis, A. H. Mirza and R. Palmer, “Design and
Implementation of a Hybrid Manufacturing
Facility,” Computers and Industrial Engineering, Vol.
29, No. 1–4, pp. 315–319, 1995.

Articles in conference proceedings

A. Candadai, J. W. Herrmann and I. Minis, “A
Group-Technology Based Variant Approach for
Agile Manufacturing,” Design Engineering
Program, Int’l. Mech. Eng. Cong. & Expo., San
Francisco, CA, November 12–17, 1995.

J. W. Herrmann, I. Minis and V. Ramachandran,
“Standards and Partner Selection in Agile Manu-
facturing,” Engineering Database Program, Int’l.
Mech. Eng. Cong. & Expo., San Francisco, CA,
November 12–17, 1995.

S. K. Gupta, J. W. Herrmann, G. Lam and I. Minis,
“Automated High-Level Process Planning for
Agile Manufacturing,” Computer-Aided Concur-
rent Design Symposium, ASME Design Technical
Conference, Boston, MA, September 17–21, 1995.

A. Candadai, J. W. Herrmann, G. Lam, E. Lin, I.
Minis and V. Ramachandran, “Design Evaluation
for Agile Manufacturing,” NSF Design and Mfg.
Grantees Conference, Albuquerque, NM, January 3–
5, 1996.

Joseph JáJá

Books or chapters in books

J. F. JáJá, “Fundamentals of Parallel Algorithms,” a
chapter in Parallel and Distributed Computing
Handbook, A. Zomaya, ed., McGraw-Hill, 1996.

Articles in refereed publications

J. F. JáJá, “Scalable Data Parallel Algorithms for
Texture Synthesis and Compression using Gibbs
Random Fields,” with D. Bader and R. Chellappa,
IEEE Transactions on Image Processing, Vol. 4, No.
10, pp. 1456–1460, 1995.

J. F. JáJá, “Sorting Strings and Constructing Digital
Search Trees in Parallel,” with Kwan Woo Ryu
and Uzi Viskhin, Theoretical Computer Science,
Vol. 154, pp. 225–245, 1996.

J. F. JáJá, “Efficient Image Processing Algorithms on
the Scan Line Array Processor, with D. Helman,
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IEEE Transactions on PAMI, Vol. 17, No. 1, pp. 47–
56, 1995.

J. F. JáJá, “Using Synthetic Perturbations and Statisti-
cal Screening to Assay Shared-Memory Pro-
grams,” with R. Selnick, R. Kacker and G. Lyon,
Information Processing Letters, Vol. 54, pp. 147–153,
1995.

Articles in conference proceedings

J. F. JáJá, “Parallel Algorithms for Image
Histogramming and Connected Components with
an Experimental Study,” with D. Bader, Proceed-
ings of the Fifth ACM SIG-PLAN Symposium on
Principles and Practice of Parallel Programming, July
1995.

J. F. JáJá, “An Optimal Ear Decomposition with
Applications on Fixed-Size Linear Arrays,” with
Ying-Min Huang, International Conference on
Parallel Processing, 1995.

J. F. JáJá, “Land Cover Dynamics Investigation
Using Parallel Computers,” with S. Liang, et. al.,
Proceedings of IGARSS’95, July 1995.

J. F. JáJá, “Efficient Algorithms for Atmospheric
Correction of Remotely Sensed Data,” with H.
Fallah-Adl, S. Liang, Y. Kaufman and J.
Townshend, Proceedings of the 1995 Supercomputing
Conference, San Diego, CA, December 1995.

J. F. JáJá, “Practical Parallel Algorithms for Dynamic
Data Redistribution, Median Finding and Selec-
tion,” with D. Bader, to appear in Proceedings of the
10th International Parallel Processing Symposium,
Honolulu, HI, April 1996.

J. F. JáJá, “Parallel Algorithms for Image Enhance-
ment and Segmentation by Region Growing with
an Experimental Study,” with D. Bader, D.
Harwood and L. Davis, to appear in Proceedings of
the 10th International Parallel Processing Symposium,
Honolulu, HI, April 1996.

J. F. JáJá, “Parallel Algorithms for Personalized
Communication and Sorting with an Experimen-
tal Study,” with D. Helman and D. Bader, to
appear in Proceedings of the 1996 Symposium on
Parallel Algorithms and Architectures.

Steven I. Marcus

Articles in refereed publications

R. Kumar, V. Garg and S. I. Marcus, “Finite Buffer
Realization of Input-Output Discrete Event
Systems,” IEEE Trans. Automatic Control, Vol. 40,
pp. 1042–1053, June 1995.

M. K. Ghosh, A. Arapostathis and S. I. Marcus, “A
Note on an LQG Regulator with Markovian
Switching and Pathwise Average Cost,” IEEE
Trans. Automatic Control, Vol. 40, pp. 1919–1921,
November 1995.

Articles in conference proceedings

E. Fernández-Gaucherand and S. I. Marcus, “Non-
standard optimality criteria for stochastic control
problems,” Proc. 34th IEEE Conf. on Decision and
Control, pp. 585–589, New Orleans, LA, December
13–15, 1995.

Ioannis E. Minis

Books or chapters in books

I. Minis and B. S. Berger, “Modeling, Analysis and
Characterization of Machining Dynamics,” in
Nonlinear Dynamics in Material Processing and
Manufacturing, F. Moon (ed.), Wiley, in press.

Articles in refereed publications

M. Rokni, B. S. Berger and I. Minis, “Characteristics
of Dimension Functions Associated with Cutting
Measurements,” ASME Journal of Vibration and
Acoustics, Vol. 117, No. 3(A), pp. 259–264, 1995.

J. M. Proth and I. Minis, “Complexity of Production
Management in a Petri Net Environment,” Rairo,
special issue on Complexity and Industrial Systems,
Vol. 29, No. 3, pp. 321–352, 1995.

B. S. Berger, I. Minis, Y. H. Chen, A. Chavali and M.
Rokni, “Attractor Embedding in Metal Cutting,”
short paper Journal of Sound and Vibration, Vol. 184,
No. 5, pp. 936–942, 1995.

J. Hermann, G. Ioannou, I. Minis, R. Nagi and J. M.
Proth, “Design of Material Flow Networks in
Manufacturing Facilities,” Journal of Manufactur-
ing Systems, Vol. 14, No. 4, pp. 277–289, 1995.

Articles in conference proceedings

B. S. Berger, I. Minis, K. Deng, Y. S. Chen, A. Chavali
and M. Rokni, “Higher Order Spectral Analysis of
Time Series,” Proceedings of the 34th Heat Transfer
and Fluid Mechanics Institute, Sacramento, CA,
June 1995.

S. K. Gupta, J. W. Herrmann, G. Lam and I. Minis,
“Automated High Level Process Planing for Agile
Manufacturing,” Proceedings of the 1995 ASME
Design Engineering Technical Conferences (Computer-
Integrated Concurrent Design Conference), Boston,
MA, September 1995.

J. W. Herrmann, I. Minis and V. J. Ramachandran,
“Information Models for Partner Selection in
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Agile Manufacturing,” 1995 ASME World Con-
gress, San Francisco, CA, November 1995.

A. Candadai, J. W. Herrmann and I. Minis, “A
Systematic Approach for Variant Design Critiqu-
ing in Agile Manufacturing,” 1995 ASME World
Congress, San Francisco, CA, November 1995.

A. Mehra, I. Minis and J. M. Proth, “A Hierarchical
Planning Model for Multistage Production
Systems,” Proceedings of the IEEE Conference on
Emerging Technologies and Factory Automation,
Paris, France, October 1995.

D. DeLaney, J. W. Herrmann, G. Ioannou, T. Lu, I.
Minis, A. Mirza and R. Palmer, “Design and
Implementation of a Hybrid Manufacturing
Facility,” Vol. 29, No. 1, pp. 215–319, 1995.

Dana S. Nau

Articles in refereed publications

W. C. Regli, Satyandra K. Gupta and D. S. Nau,
“Extracting Alternative Machining Features: An
Algorithmic Approach,” Research in Engineering
Design, 7(3):173–192, 1995.

S. K. Gupta and D. S. Nau, “A Systematic Approach
for Analyzing the Manufacturability of Machined
Parts,” Computer Aided Design, 27(5):342–343, 1995.

K. Erol, D. Nau and V. S. Subrahmanian, “Complex-
ity, Decidability and Undecidability Results for
Domain-independent Planning,” Artificial Intelli-
gence, 76:75–88, 1995.

M. Mantyla, D. S. Nau and J. Shan, “Feature Recog-
nition for Interactive Applications: Exploiting
Distributed Resources,” CACM, 39(2):77–85,
February 1996.

Nicholas Roussopoulos

Books or chapters in books

N. Roussopoulos, “The Incremental Access Method
of ViewCache,” in Materialized Views, editors A.
Gupta and I. Mumick, The MIT Press, 1997.

Articles in refereed publications

N. Roussopoulos, C.M. Chen, S. Kelley, A. Delis and
Y. Papakonstantinou, “The ADMS Project: Views
‘R’ Us,” IEEE Data Engineering Bulletin, June 1995.

Articles in conference proceedings

S. Goli, J. Haritsa, N. Roussopoulos, “ICON: A
System for Implementing Constraints in Object-
based Networks,” Fourth IFIP/IEEE ISINM, Santa
Barbara, 1995.

F. Stamatelopoulos, N. Roussopoulos and B.
Maglaris, “Using a DBMS for Hierarchical Net-
work Management,” International Conference on
Networld & Interop, Las Vegas, 1995.

N. Roussopoulos, S. Kelley and, F. Vincent, “Nearest
Neighbor Queries,” ACM-SIGMOD International
Conference on Management of Data, San Jose,
California, May 22–25, 1995.

C. Cheung, N. Roussopoulos, D. Leisawitz, S.
Kelley, G. Reichert, D. Silberberg and J. Wang,
“AMASE: An Object-Oriented Metadatabase
Catalog for Accessing Multi-Mission Astrophysics
Data,” Science Information Systems Interoperability
Conference, College Park, Nov 6–9, 1995.

J. Baras, M. Ball, R. Karne, S. Kelley, K.D. Jang, C.
Plaisant, N. Roussopoulos, K. Stathatos, A.
Vakhutinsky, J. Valluri, D. Whitefield, “Hybrid
Network Management,” Intrn. Conference on
Comm. Satellite Systems, Washington DC, February
25–29, 1996.

K. Stathatos, S. Kelley, N. Roussopoulos and J.
Baras, “Consistency and Performance of Concur-
rent Interactive Database Applications,” The 12th
IEEE International Conference on Data Engineering,
New Orleans, Feb. 26–March 1, 1996.

Mark A. Shayman

Articles in refereed publications

M. A. Shayman and R. Kumar, “Supervisory Control
of Nondeterministic Systems with Driven Events
via Prioritized Synchronization and Trajectory
Models,” SIAM Journal on Control and Optimiza-
tion, Vol. 33, pp. 469–497, March 1995.

Articles in conference proceedings

M. A. Shayman and R. Kumar, “A New Framework
for Supervisory Control,” Proceedings of the
American Control Conference, pp. 3141–3145,
Seattle, WA, June 1995.

R. Kumar and M. A. Shayman, “Supervisory
Control of Real-time Systems Using Prioritized
Synchronization,” Proceedings of the Workshop on
Verification and Control of Hybrid Systems, Rutgers
University, New Brunswick, NJ, October 1995, to
appear.

Ben A. Shneiderman

Books or chapters in books

B. Shneiderman, Design guidebook for interaction
styles: A taxonomy, rule-base and some opinions, In
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(B. Shackel, Ed.), Human Factors for Informatics
Usability, Cambridge University Press (1990), 325–
342. Reprinted in Baecker, R. M., Grudin, J.,
Buxton, W. A. S. and Greenberg, S. (Editors),
Readings in Human-Computer Interaction: Toward the
Year 2000, Second Edition, Morgan Kaufmann
Publishers, Inc., San Francisco, CA (1995), 401–
410.

B. Shneiderman, R. Chimera, N. Jog, R. Stimart and
D. White, “Evaluating spatial and textual style of
displays,” In Lowe, A. and MacDonald, L. (Edi-
tors), Getting the Best from State-of-the-Art Displays,
London, (February 1995), John Wiley & Sons, Inc.

Articles in refereed publications

C. Plaisant, D. Carr and B. Shneiderman, “Image-
browser taxonomy and guidelines for designers,”
IEEE Software 12, 2 (March 1995), 21–32.

T. Asahi, D. Turo and B. Shneiderman, “Using
treemaps to visualize the analytic hierarchy
process,” Information Systems Research 6, 4 (Decem-
ber 1995), 357–375.

B. Shneiderman, M. Alavi, K. Norman and E.Y.
Borkowski, “Windows of Opportunity in Elec-
tronic Classrooms,” Communications of the ACM
38, 11 (November 1995), 19–24.

J. Preece and B. Shneiderman, “Survival of the
Fittest: The Evolution of Multimedia User Inter-
faces,” ACM Computing Surveys 27, 4 (December
1995), 557–559.

B. Shneiderman, “Supporting the Process of Innova-
tion: The Maryland Way,” ACM Interactions,
Volume 1, Issue 1 (January 1994), 67–71.

B. Shneiderman, “Looking for the Bright Side of
Agents,” ACM Interactions 2, 1 (January 1995), 13–
15.

B. Shneiderman, “The Information Superhighway:
For the People,” Communications of the ACM 38, 1
(January 1995), 162. Reprinted in Miller, S. E.,
Civilizing Cyberspace: Policy, Power and the
Information Superhighway, ACM Press, New
York & Addison-Wesley, Reading, MA (1996), 54–
55.

B. Shneiderman, “Human Values and the Future of
Technology: Convocation Speech Guelph Univer-
sity,” ACM SIGCAS Bulletin: Computers and Society
25, 3 (September 1995), 15–16.

B. Shneiderman, “Durango Declaration,” Communi-
cations of the ACM 38, 10 (October 1995), 13.

Articles in conference proceedings

D. Wallace, N. Anderson and B. Shneiderman,
“Time stress effects on two menu selection

systems,” Proc. 31st Annual Meeting—Human
Factors Society, (1987), 727–731. Reprinted in
Perlman, G., Green, G. K. and Wogalter, M. S.
(Editors), Human Factors Perspectives on Hu-
man-Computer Interaction: Selections from
Proceedings of Human Factors and Ergonomics
Society Annual Meetings 1983–1994, Santa
Monica, CA (1995), 105–109.

C. Ahlberg and B. Shneiderman, “Visual Informa-
tion Seeking: Tight coupling of dynamic query
filters with Starfield Displays,” Proc. of ACM
CHI94 Conference (April 1994), 313–317 + color
plates. Reprinted in Baecker, R. M., Grudin, J.,
Buxton, W. A. S. and Greenberg, S. (Editors),
Readings in Human-Computer Interaction:
Toward the Year 2000, Second Edition, Morgan
Kaufmann Publishers, Inc., San Francisco, CA
(1995), 450–456.

N. Jog and B. Shneiderman, “Information Visualiza-
tion With Smooth Zooming on an Starfield
Display” (March 1995), Proc. Visual Databases 3,
Lausanne, 1–10.

L. Slaughter, K. Norman and B. Shneiderman,
“Assessing Users’ Subjective Satisfaction with the
Information System for Youth Services (ISYS),”
Proc. Third Annual Middle Atlantic Human
Factors Conference, Blacksburg, VA (March 1995),
164–170.

C. Plaisant and B. Shneiderman, “Organization
Overviews and Role Management: Inspiration for
Future Desktop Environments,” Proc. IEEE 4th
Workshop on Enabling Technologies: Infrastruc-
ture for Collaborative Enterprises (1995), 14–22.

A. Rose, C. Plaisant and B. Shneiderman, “Using
Ethnographic Methods in User Interface Re-
engineering,” Proc. DIS’95 : Symposium on
Designing Interactive Systems, ACM Press, New
York, NY (August 1995), 115–122.

B. Shneiderman and A. Rose, “Social Impact State-
ments: Engaging Public Participation in Informa-
tion Technology Design,” Proc. CQL’96, ACM
SIGCAS Symposium on Computers and the
Quality of Life (Feb. 1996), 90–96.

V.S. Subrahmanian

Books or chapters in books

Multimedia Database Systems (eds. Jajodia and
Subrahmanian), Springer 1995.

Articles in refereed publications

A. Brink, S. Marcus and V.S. Subrahmanian. “Heteroge-
neous Multimedia Reasoning. “ 28, 9, pps 33–39, Sept.
1995.
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X.Y. Wang, S. Jojodia and V.S. Subrahmanian. “Tempo-
ral Modules: An Approach Toward Federated
Temporal Databases,” Information Sciences, Vol. 82,
pps 103–128, 1995.

V.S. Subrahmanian, D.S. Nau and C. Vago. “WFS +
Branch and Bound = Stable Models,” IEEE Transac-
tions on Knowledge and Data Engineering, 7, 3, pps
362–377, June 1995.

P. Bonatti, S. Kraus and V.S. Subrahmanian. “Founda-
tions of Secure Deductive Databases,” IEEE Transac-
tions on Knowledge and Data Engineering, 7, 3, pps.,
June 1995.

K. Erol, D.S. Nau and V.S. Subrahmanian. “Complex-
ity, Decidability and Undecidability Results”
Artificial Intelligence Journal, 76, 1–2, pps 75–88, 1995.

J. Grant and V.S. Subrahmanian. “The Optimistic and
Cautious Semantics for Inconsistent Knowledge
Bases,” Acta Cybernetica, Vol. 12, No. 1, 1995.

Guangming Zhang

Articles in refereed publications

S. Gupta, T. Kramer, D. Nau, W. Regli and G. Zhang,
“Building MRSEV for CAM Applications,” Journal of
Advances in Engineering Software, Vol. 20, pp. 121–
139, Elsevier, 1995.

Articles in conference proceedings

G. M. Zhang, W. F. Ko and S. J. Ng, “Submerged
Precision Machining of Ceramic Material,” Proceed-
ings of the 1995 Joint ASME Mechanics and Materials
Conference, Los Angeles, CA, AMD-Vol. 208, pp. 65–
79, 1995.

G. M. Zhang, S. J. Ng and D. T. Le, “Characterization
of Surface Cracking Formed During the Machining
of Ceramic Material,” Proceedings of 1995 ASME
International Mechanical Engineering Congress and
Exposition, San Francisco, CA, MED-Vol. 2–1, pp.
415–429, 1995.

M. Jung and G. M. Zhang, “On-Line Assessment of
Surface Roughness Through Fractal Geometry,”
Symposium on Modeling, Monitoring and Control
Issues in Machining Processes, Proceedings of the 27th
CIRP International Seminar on Manufacturing Systems,
pp. 454–461, Ann Arbor, MI, May 1995.

G. M. Zhang, W. Ko, H. Luu and X. Wang, “Design of
a Smart Tool Post for Precision Machining, “ Proceed-
ings of the 27th CIRP International Seminar on Manu-
facturing Systems, pp. 157–164, Ann Arbor, MI, May
1995.

S. Gupta, D. Nau, W. Regil and G. M. Zhang, “IMACS
(Interactive Manufacturability Analysis and Critiqu-
ing System),” Proceedings of the 1996 NSF Design and
Manufacturing Systems Grantees Conference, pp.
131–132, Albuquerque, NM, January 1995.
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Eyad H. Abed
Professor, Electrical Engineering
and the Institute for Systems Research

Eyad H. Abed received the S.B. degree from the
Massachusetts Institute of Technology in 1979 and
the M.S. and Ph.D. degrees in 1981 and 1982, respec-
tively, from the University of California at Berkeley,
all in Electrical Engineering. He has been with the
Department of Electrical Engineering at the Univer-
sity of Maryland since 1983, where he is presently a
Professor and holds a joint appointment with the
Institute for Systems Research. Dr. Abed is a recipi-
ent of the Presidential Young Investigator Award
from the National Science Foundation, the O. Hugo
Schuck Best Paper award from the American Auto-
matic Control Council, the Outstanding Systems
Engineering Faculty Award of the Institute for
Systems Research and the Alan Berman Research
Publication Award from the Naval Research Labora-
tory and two teaching awards from the University of
Maryland. He serves on the Advisory Editorial
Board of Nonlinear Dynamics.

Dr. Abed’s past research includes contributions on
the following subjects: control of nonlinear systems
exhibiting bifurcation and chaos; singular perturba-
tion analysis and reduced-order modeling; nonlinear
stability and stabilization; linear robust stability; gas
turbine jet engine dynamics and control; electric
power system dynamics and control; tethered
satellite control; aircraft control; and radar system
dynamics. He is also investigating the use of nonlin-
ear dynamics in communication systems and signal
processing applications.

Raymond A. Adomaitis
Assistant Professor, Chemical Engineering
and the Institute for Systems Research

After receiving his Ph.D. from IIT in 1988, Dr.
Adomaitis became a postdoctoral research associate
in the Chemical Engineering Department of
Princeton University.

He accepted a postdoctoral Fellowship at the
University of Maryland in 1990, joined the research
faculty in 1992 and became an Assistant Professor in
1995.

He has also held short-term appointments at Los
Alamos National Laboratory and the Institute for
Mathematics and Informatics at the Lithuanian
Academy of Sciences in Vilnius, Lithuania.

Dr. Adomaitis is a member of the AIChE, AIAA
and SIAM. He is one of the organizers of the 1995
workshop “Noninvertible Dynamical Systems:
Theory, Computation, Applications,” has served as a

panel member for the 1994 ARO workshop “Intelli-
gent Turbine Engines for Army Applications,”
chaired the sessions “Nonlinear Dynamical Prob-
lems in Process Control,” (1993 ACC), “Rotating Stall
II,” (1995 SPIE), “Microelectronics and Thermal
Process Control,” (1995 ACC) and is a referee for
numerous journals, one book and several proposals.
He is currently serving on a number of University of
Maryland academic service committees.

He is currently advising one B.S. and two Ph.D.
students and is co-advising two Ph.D. students; all
are involved in modeling and model reduction
research for intelligent materials manufacturing
processes. He has been a member of eight Ph.D.
thesis committees and one M.S. committee.

Dr. Adomaitis’ research interests include systems
modeling methodologies for simulation and control
of materials manufacturing processes and aircraft
propulsion systems. This research aims to develop a
modeling framework which gives reduced order
models, suitable for analysis and model-based
control, consistent with the high-fidelity dynamic
simulations. This research encompasses aspects of
computational fluid dynamics, bifurcation analysis,
parallel computing techniques, nonlinear control
and nonlinear signal processing.

Mark Austin
Associate Professor, Civil Engineering
and the Institute for Systems Research

Dr. Austin received his Master of Science and his
Ph.D. degrees in Structural Engineering from the
University of California, Berkeley, in 1982 and 1985,
respectively. He received his Bachelor of Engineering
in 1980 from the University of Canterbury, New
Zealand.

Dr. Austin was a Research Assistant at the Univer-
sity of Canterbury, New Zealand, from November
1980 to July 1981. From 1982 through 1985, he was a
Research Assistant at the University of California,
Berkeley and from 1985 through 1987 he was a
Research Engineer at the same institution. He has
worked as a faculty member at the University of
Maryland since 1987. For the period 1989–1991, Dr.
Austin received the NSF Research Initiation Award.

In 1989, Dr. Austin was a member of the ASCE
Maryland Section Seismic Provisions Review Com-
mittee. He is currently a reviewer for NSF and ASCE
Journal of Structural Engineering. Dr. Austin is affili-
ated with the American Society of Civil Engineers,
the New Zealand Society of Earthquake Engineer-
ing, the Association of Computing Machinery and
the American Institute of Aeronautics and Astronau-
tics.

Faculty Biographical Sketches
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Dr. Austin’s research interests are in the areas of
computer-aided design of civil engineering struc-
tures, numerical algorithms for multibody dynamics
and control and earthquake engineering.

Michael O. Ball
Professor, College of Business and Management
and the Institute for Systems Research

Michael Ball received his BES in Engineering
Science and MSE in Operations Research from Johns
Hopkins University in 1972 and his Ph.D. degree in
Operations Research from Cornell University in
1977.

Dr. Ball joined the University of Maryland faculty
in 1979 as an Assistant Professor and in 1984 he
became Associate Professor in the College of Busi-
ness and Management. In 1988, he became a Profes-
sor in the College of Business and Management and
in 1990 he received a joint appointment with that
College and the Systems Research Center. Dr. Ball is
a member of the Operations Research Society of
America, the Mathematical Programming Society,
the Society for Industrial and Applied Mathematics
and IEEE. He is associate editor for Networks and
Operations Research Letters and has been area editor
for optimization for the journal Operations Research
and associate editor for IEEE Transactions on
Reliability.

Dr. Ball held several industrial positions from
1973 to 1978, at companies including the U.S.
Environmental Protection Agency, Network Analysis
Corp. and Bell Laboratories. Since 1979 he has
consulted with a variety of private companies and
government agencies, including the Federal Aviation
Administration, Sprint, CACI, Inc., the United States
Postal Service, the Military Airlift Command and
United Parcel Service.

Dr. Ball’s research interests are in the areas of
network optimization and network reliability
analysis, particularly applied to the design of
telecommunications networks, transportation
systems and manufacturing systems. He has pub-
lished extensively on these topics in a variety of
journals. His research has been funded by the U.S.
Department of Transportation, the U.S. Army
Research Office, NSF, IBM, United Parcel Service,
Westinghouse, Loral and Hughes Networks
Systems.

John S. Baras
Lockheed Martin Chair in Systems Engineering,
Professor, Electrical Engineering and the Institute
for Systems Research

John S. Baras received the BS in Electrical Engi-
neering from the Nat. Tech. Univ. of Athens, Greece,
in 1970 and the M.S. and Ph.D. degrees in Applied
Math. from Harvard University in 1971 and 1973.

Professor Baras was the founding Director of the
ISR from 1985 to 1991. Since August 1973 he has
been with the Electrical Engineering Department
and the Applied Mathematics Faculty, at the Univer-
sity of Maryland, College Park, where he is currently
a Professor holding a permanent joint appointment
with the ISR. In February 1990 he was appointed to
the Lockheed Martin Chair in Systems Engineering.
Since 1991 Dr. Baras has been the Director of the
Center for Hybrid and Satellite Communication
Networks (a NASA Center for the Commercial
Development of Space).

Among his awards are: a 1978 Naval Research
Laboratory Research Publication Award, the 1980
Outstanding Paper Award of the IEEE Control
Systems Society, 1983 and 1993 Alan Berman Re-
search Publication Award from NRL. Professor Baras
is a Fellow of IEEE. 1991 Outstanding Invention of
the Year Award from the University of Maryland for
the invention of a Low Complexity CELP Speech
Coder (with Y.H. Kao). 1993 and 1995 Alan Berman
Research Publication Award, from the Naval Re-
search Laboratory. 1994 Outstanding Invention of
the Year Award from the University of Maryland for
the invention of “A System Design for a Hybrid
Network Data Communications Terminal Using
Asymmetric TCP/IP to Support Internet Applica-
tions” (with A. Falk, D. Freidman, B. Johnson, T.
Ephremides, T. Kirkwood, N. Suphasindhu and D.
Dillon). 1995 Award for Outstanding Performance
for Analysis, Engineering and Implementation of a
Novel, Actively Controlled Toolpost for High
Precision Machining by SMS Team. November 1995,
Outstanding Contributions to Seniors Award, from
the Vice President for Student Affairs and the Senior
Council. January 1996, Outstanding Paper Award,
“ATM in Hybrid Networks” presented at Design
SuperCon 1996 Conference, Santa Clara, CA. April
1996, MIPS Research Award of Excellence for Out-
standing Contributions in Advancing Maryland
Industry for work done with Hughes Network
Systems (with A. Falk).

He has served in the following: Board of Gover-
nors of the IEEE Control Systems Society, IEEE
Engineering R&D Committee; Aerospace Industries
Association advisory committee on advanced
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sensors; IEEE Fellow evaluation committee, the
planning committee for the Montgomery County
Maryland Information Technologies Center. He is
currently serving on the editorial board of Mathemat-
ics of Control, Signals and Systems, the editorial board
of Systems and Control: Foundations and Applications,
the editorial board of IMA J. of Mathematical Control
and Information, the editorial board of Systems
Automation- Research and Applications and he is the
managing editor of the series Progress in Automation
and Information Systems from Springer-Verlag.

Professor Baras’ main research interests include
stochastic systems, real-time parallel architectures
for nonlinear signal processing, object-oriented
network management systems, satellite and hybrid
communication networks, expert and symbolic
systems for control and communication systems
synthesis, distributed parameter systems, planning
and optimization, real-time architectures for intelli-
gent control, mathematical foundations of vision,
intelligent manufacturing of smart materials.

Carlos A. Berenstein
Professor, Mathematics
and the Institute for Systems Research

Carlos Berenstein received his Licenciado en
Matematicas in 1966 from the University of Buenos
Aires. In 1969 and 1970 he was awarded his M.S. and
Ph.D. degrees from New York University.

Carlos Berenstein was an Instructor at the Univer-
sity of Buenos Aires 1964 to 1965 and a Research
Fellow at CNICT (Buenos Aires) in 1966. He worked
as an Assistant Professor at Harvard University from
1970 to 1973 and a Research Fellow from 1975 to
1976. He served as Assistant Professor at the Univer-
sity of Maryland from 1973 to 1975 and later as an
Associate Professor from 1976 to 1980. He became
full Professor at the University of Maryland in 1980
and in 1985 joined the Systems Research Center as a
research faculty appointment. Since 1995 he has held
a permanent position in the Institute for Systems
Research, awarded for outstanding contributions to
system science.

He has held Visiting Professor positions at Scuola
Normale Superiore (Pisa), Brandeis University, IMPA
(Rio de Janeiro), University of Kiel, Université P. et
M. Curie (Paris), Université de Paris (Orsay and
Paris IV), Ecole Polytechnique, Univ. de Bordeaux
and Bar Ilan University. Dr. Berenstein was the
Director of the Center for Applications of Mathemat-
ics at George Mason University from 1990 to 1991.

Dr. Berenstein received a Sloan Foundation
Graduate Fellowship, from 1967 to 1970 and the
Founder’s Day Award of New York University in

1971. He received a grant from the U.S. Army
Research Office in Durham and has received con-
tinuous support from the NSF since 1973 He is
currently supported by NSA. The Argonne Universi-
ties Association also awarded Dr. Berenstein a
“Special Year” grant. In 1989, Dr. Berenstein received
the National Academy of Science Travel Award to
Soviet Union and in 1990, he received the Hironaka
Fellowship and was a Visiting Professor at the
Research Institute of Mathematical Sciences in
Kyoto, Japan from June to July in 1990.

He also has received grants to travel to Israel by
the Binational Science Foundation and in 1995 was
the only American in the Annual Taniguchi Confer-
ence in Katata, Japan.

Professor Berenstein’s research interests lie in the
theory and applications of complex variables,
convolution equations, complexity and linear
systems. Particularly interesting recent applications
are to medical tomography and non-destructive
evaluation.

Berenstein has written five books, edited another
six and written more than 100 research articles.

Roger W. Brockett
An Wang Professor of Electrical Engineering and
Computer Science, Division of Applied Sciences,
Harvard University

Roger Brockett received his B.S. in 1960 from the
Case Institute of Technology. There he was awarded
an M.S. degree in 1962 and Ph.D. in 1964. From 1963
to 1967 Dr. Brockett was an Assistant Professor of
Electrical Engineering at Massachusetts Institute of
Technology and an Associate Professor in the same
department from 1967 to 1969. From there he became
a Gordon McKay Professor of Applied Mathematics
at Harvard University and was named to the An
Wang Chair in Electrical Engineering and Computer
Science in 1989. He has held a variety of consulting
positions from 1965 to the present, including work at
Lincoln Laboratory, Martin Marietta Co., U.S. Army
Material Command, Scientific Systems, Inc., U.S.
Army Night Vision Laboratory and General Electric
Corporate Research Labs.

Dr. Brockett is a member of the National Academy
of Engineers, a fellow of the IEEE and member of the
AMS, SIAM, Sigma Xi and Tau Beta Pi. He has been
a member of the IEEE Control Society Advisory
Committee (1972–1975), Automatic Control Group’s
Information Dissemination Committee (1966–1969)
and Program Chairman for the Joint Automatic
Control Conference (1971).

He has held a Guggenheim fellowship for the
study of mathematical system theory, was awarded
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the American Automatic Control Council’s Richard
E. Bellman Control Heritage Award in 1989 and the
IEEE Field award in Systems Science and Engineer-
ing in 1991.

Dr. Brockett’s research interests are in system
theory, robotics and computer vision.

M. Scott Corson
Research Scientist, Center for Space and Hybrid
Satellite Communications Networks

Dr. Corson is an expert in distributed communica-
tion protocols, having developed distributed algo-
rithms for achieving highly adaptive, multipath
routing; medium access for multi-receiver communi-
cation systems; reservation-based multicast routing
in mobile networks; and self-organizing, scaleable,
reliable multicast transport in high-speed networks.
Concepts developed from his work on scaleable,
reliable multicast are being incorporated into the
ARPA-sponsored Real-Time Information Transfer
and Networking (RITN) project to support Distrib-
uted Interactive Simulation and the STOW ’97
demonstration. He is currently working with
Hughes Network Systems on a project to extend IP
multicast over the asymmetric DBS system for
inclusion in the DirecPC product. He is currently a
co-chair of the Mobile Mesh Networking BOF group
within the Internet Engineering Task Force (IETF).
The group’s goal will be to standardize an IETF
protocol for routing in mobile, multihop packet
radio networks.

He is also an expert in object-oriented software
and programming. He is currently managing devel-
opment of an integrated tactical and strategic
network simulation and management capability for
the Army Research Laboratory, for use in a possible
follow-on to the Force XXI effort, as well as develop-
ing new routing technologies for possible inclusion
in future mobile Army communication networks.
The testbed is CORBA-compliant and will consist of
a object-oriented hierarchical simulation framework
to permit the fast performance evaluation of large
communication networks.

Wijesuriya P. Dayawansa
Associate Professor, Electrical Engineering
and the Institute for Systems Research

Dr. Dayawansa received his Master of Science in
Electrical Engineering from Clarkson University in
Potsdam, NY in August 1982 and his Doctor of
Science in Systems Science and Mathematics from
Washington University in St. Louis, MO, in August
1986. He received his Bachelor of Science in Electri-
cal Engineering from University of Peradeniya in Sri
Lanka.

Dr. Dayawansa was an assistant professor in
Mathematics at Texas Tech University from Septem-
ber 1986 till August 1989. Since then he has been in
the Electrical Engineering and the Institute for
Systems Research at the University of Maryland at
College Park as an assistant professor until Aug. 15,
1992 and as an associate professor since then. Dr.
Dayawansa has published over 20 papers in books
and in refereed technical journals and over 20 papers
in refereed conference proceedings. He has served in
the program committee of the IEEE Conference on
Decision and Control in 1990.

He is a member of the IEEE, AMS and SIAM and
has served as an associate editor of the SIAM Journal
on Control and Optimization, a corresponding editor
of the Journal of Mathematical Systems, Estimation and
Control and the IEEE Transactions on Automatic
Control.

Dr. Dayawansa’s interests are in the area of
mathematical theory of nonlinear control systems,
control theory of smart material actuators and
sensors and robotics.

Anthony Ephremides
Co-Director, Center for Hybrid and Satellite
Communication Networks Professor, Electrical
Engineering and the Institute for Systems Research

Anthony Ephremides received his B.S. degree
from the National Technical University of Athens
(1967) and M.S. (1969) and Ph.D. (1971) degrees from
Princeton University, all in Electrical Engineering.
He has been at the University of Maryland since
1971 and currently holds a joint appoint-appoint-
ment as Professor in the Electrical Engineering
Department and the Institute of Systems Research.
He is co-founder and co-director of the NASA
Center for Commercial Development of Space on
Hybrid and Satellite Communications Networks
established in 1991 at Maryland as an off-shoot of
the ISR. He was a Visiting Professor in 1978 at the
National Technical University in Athens, Greece and
in 1979 at the EECS Department of the University of
California, Berkeley. During 1985–86 he was on leave
at MIT and ETH in Zurich, Switzerland.

He is the President of the Board of Governors of
the Information Theory Group of the IEEE. He has
been an Associate Editor on Estimation of the IEEE
Transactions on Automatic Control and is now the
Associate Editor for Queueing Networks. Dr. Ephre-
mides is also the President of Pontos, Inc., a private
consulting firm and a Member of the Advisory
Scientific Committee of the University of Crete. He
was the organizer of the 1983 IEEE Workshop on
Multi-User Information Theory and Systems and has
taught several short courses on the subject under
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continuing engineering programs in the United
States and abroad. He was the General Chairman of
the 1986 IEEE Conference on Decision and Control
in Athens, Greece. He has also been the Director of
the Fairchild Scholars and Doctoral Fellows Pro-
gram, an academic and research partnership pro-
gram in Satellite Communications between Fairchild
Industries and the University of Maryland. He won
the IEEE Donald E. Fink Prize Paper Award (1992).
He has been the President of the Information Theory
of the IEEE (1987) and served on the Board of the
IEEE (1989 and 1990).

Dr. Ephremides’ interests are in the areas of
communication theory, communication systems and
networks, queueing systems, signal processing and
satellite communications.

Christos Faloutsos
Associate Professor, Computer Science
and the Institute for Systems Research

Christos Faloutsos received the B.Sc. degree in
Electrical Engineering (1981) from the National
Technical University of Athens, Greece and the M.Sc.
and Ph.D. degrees in Computer Science from the
University of Toronto, Canada.

Since 1985 he has been with the department of
Computer Science at University of Maryland,
College Park, where he is currently an associate
professor.

In 1989 he received the Presidential Young Inves-
tigator Award by the National Science Foundation.
He has received three awards for teaching excellence
from the department of Computer Science (1987,
1992, 1996).

His research interests include physical data base
design and searching methods for medical, multime-
dia and spatial data.

Nariman Farvardin
Professor, Electrical Engineering
and the Institute for Systems Research

Nariman Farvardin received the B.S., M.S. and
Ph.D. degrees in electrical engineering from
Rensselaer Polytechnic Institute, Troy, NY, in 1979,
1980 and 1983, respectively. Since January 1984 he
has been with the Electrical Engineering Department
at the University of Maryland at College Park, MD,
where he is currently a professor and department
chair and he holds a joint appointment with the
Institute for Systems Research. He was a visiting
professor at Ecole Nationale Superieure des Tele-
communications, Paris, France, during 1990–91
academic year.

Dr. Farvardin was the Associate Editor for Quanti-
zation, Speech/Image Coding of the IEEE Transactions
on Communications during 1986–1990 and is currently
Associate Editor for Source Coding of the IEEE
Transactions on Information Theory.

Professor Farvardin was the recipient of the Allen
B. Dumont Prize as a graduate student in Electrical,
Computer and Systems Engineering at RPI. He
received the 1987 George Corcoran Award for
outstanding contributions to Electrical Engineering
Education at the University of Maryland. In 1987, he
received the Presidential Young Investigator Partner-
ships Award of Excellence (with J. Jájá) and in 1993
he received the Outstanding Systems Engineering
Faculty Award from the Institute for Systems Re-
search, University of Maryland.

He was the faculty advisor for a team of students
which received the 1996 Texas Instruments DSP
Solutions Challenge 1996 Award for the American
Division.

Dr. Farvardin’s research interests include informa-
tion theory, digital communications and signal
processing with application to speech/image coding
and transmission in particular for wireless commu-
nication systems.

Michael C. Fu
Associate Professor, Management Science and
Statistics and the Institute for Systems Research

Dr. Fu received his Ph.D. and M.S degrees in
applied mathematics from Harvard University in
1989 and 1986, respectively. He received S.B. and
S.M. degrees in electrical engineering and an S.B.
degree in mathematics from the Massachusetts
Institute of Technology in 1985. Since 1989, he has
been at the University of Maryland at College Park,
in the College of Business and Management.

Dr. Fu is a member of IEEE and the Institute for
Operations Research and the Management Sciences
(INFORMS). He is an Associate Editor of the IN-
FORMS Journal on Computing and IIE Transactions. He
was on the Program Committee for the Spring 1996
INFORMS National Meeting, in charge of contrib-
uted papers. In 1995 he was awarded the Maryland
Business School’s annual Allen J. Krowe Award for
Teaching Excellence. He has authored or co-authored
more than 30 journal articles and conference
proceedings.
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Thomas E. Fuja
Associate Professor, Electrical Engineering
and the Institute for Systems Research

Thomas Fuja received his undergraduate educa-
tion at the University of Michigan, graduating with a
B.S.E.E. and a B.S.Comp.E. in 1981. He pursued his
graduate studies at Cornell University, receiving an
M.Eng. and a Ph.D. in 1983 and 1987, respectively.

In 1982–83 Dr. Fuja worked at AT&T Bell Labora-
tories in Holmdel, N.J.—first in the Satellite Commu-
nications Department and later in the Loop Trans-
mission Laboratory. Since August 1987 he has been a
member of the faculty at the University of Maryland,
where he holds a joint appointment in the Depart-
ment of Electrical Engineering and the Institute for
Systems Research. Dr. Fuja was promoted from
Assistant Professor to Associate Professor with
tenure effective August 1993. He currently serves as
Associate Director for Education in the Institute for
Systems Research.

Dr. Fuja has been very active in the IEEE Informa-
tion Theory Society—serving as the Society’s trea-
surer from 1989 to the present and organizing and
chairing sessions at technical conferences. In 1989 Dr.
Fuja received the National Science Foundation’s
Presidential Young Investigator award. In 1991 he
received the George Corcoran Memorial Award for
teaching and educational leadership in electrical
engineering at the University of Maryland.

Dr. Fuja’s research interests lie in many different
aspects of digital communication systems—particu-
larly in coding theory and applications and informa-
tion theory. Most recently he has become interested
in the channel coding problems associated with
transmitting compressed speech and video signals
over wireless channels.

Evaggelos Geraniotis
Professor, Electrical Engineering
and the Institute for Systems Research

Evaggelos Geraniotis received the Diploma (with
highest honors) in Electrical Engineering from the
National Technical University of Athens, Athens,
Greece, in 1978 and the M.S. and Ph.D. degrees in
Electrical Engineering from the University of Illinois
at Urbana-Champaign in 1980 and 1983, respectively.
From September 1982 to August 1985 Dr. Geraniotis
was an Assistant Professor of Electrical and Com-
puter Engineering at the University of Massachu-
setts, Amherst. Since September 1985 he has been
with the University of Maryland, College Park,
where he is presently Professor of Electrical Engi-
neering and a joint faculty member of the Institute
for Systems Research. Dr. Geraniotis has received

several awards including the Ministry of Education
of Greece First National Prize in 1973 and an Alan
Berman Naval Research Laboratory Publication
Award in 1990. He is a Senior Member of the IEEE
and has served as officer of the Washington D.C./
Northern Virginia Chapter of the Information
Theory Society. From February 1989 to December
1992 he was Editor for Spread-Spectrum of the IEEE
Transactions on Communications.

Dr. Geraniotis’ research has been in communica-
tion systems and networks with emphasis on the
traffic and channel modeling, performance evalua-
tion and design of: multi-access protocols for mobile,
satellite, cellular and optical networks; multi-media
(video, voice and data) integration schemes for
wireless networks, optical networks, high-speed
ATM networks and hybrid satellite/terrestrial
networks. He has also been conducting research on
spread-spectrum and anti-jam communication
systems; on schemes for interception, feature-
detection and classification of signals; on radar
detection and discrimination; and on distributed
detection, estimation, multi-sensor correlation and
data fusion.

James A. Hendler
Associate Professor, Computer Science
and the Institute for Systems Research

James A. Hendler is an Associate Professor at the
University of Maryland, in the Department of
Computer Science and the Institute for Systems
Research. Dr. Hendler heads the Autonomous
Mobile Robotics Laboratory, an ISR-affiliated labora-
tory.

In 1978, Dr. Hendler received his B.S. degree in
computer science (specializing in artificial intelli-
gence) from Yale University. Between 1978 and 1983,
Hendler worked in the areas of artificial intelligence
and human factors engineering, first as a research
programmer for Yale University’s Artificial Intelli-
gence Project and then as a member of the technical
staff at Texas Instruments Incorporated. In addition,
he continued his studies, earning two Master’s
Degrees, one in 1982 from Southern Methodist
University’s Psychology Department (specializing in
experimental psychology) and one in 1983 from
Brown University’s Computer Science Department.
He received his Ph.D. in 1985 working with Dr.
Eugene Charniak at Brown University. The Ph.D.
work centered on expanding the abilities of AI
planning systems.

Dr. Hendler has been a consultant teaching LISP
and AI and working in the expert systems area for
Smart Systems Technology, Gould Corp., Lisp
Machines Incorporated, Symbolics Incorporated,
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IBM, OAO and ARD Corp. He is the author of the
book Integrating Marker-Passing and Problem Solving:
An activation spreading approach to improved choice in
planning (Lawrence Erlbaum Associates, 1987,” is the
editor of Expert Systems: The User Interface (Ablex,
1987), Readings in Planning (Morgan-Kaufmann,
1990; with J. Allen and A. Tate) and Massively Parallel
AI (AAAI/MIT Press, 1994; with H. Kitano). He also
serves as the Artificial Intelligence area editor for the
international journal Connection Science and is an
associate editor of the Journal of Experimental and
Theoretical AI. He is currently writing a textbook
entitled AI Planning Systems to be published by
Morgan-Kaufmann. Dr. Hendler was the recipient of
a 1995 Fulbright Foundation Research Fellowship.

Jeffrey W. Herrmann
Assistant Professor, Mechanical Engineering
and the Institute for Systems Research

Dr. Herrmann earned his B.S. in applied math-
ematics from Georgia Institute of Technology and as
a National Science Foundation Graduate Research
Fellow from 1990 to 1993, he received his Ph.D. in
industrial and systems engineering from the Univer-
sity of Florida. His dissertation investigated produc-
tion scheduling problems motivated by semiconduc-
tor manufacturing. He held a post-doctoral research
position in the Institute for Systems Research from
1993 to 1995. He has worked on applied research
projects with Harris Semiconductor, Westinghouse
Electronic Systems Group, Martin- Marietta, Black &
Decker and other manufacturers in the state of
Maryland.

His publications cover topics in production
scheduling, manufacturing facility design and
design evaluation and partner selection for agile
manufacturing. His current research interests
include the design and control of manufacturing
systems and the integration of product design and
manufacturing system design.

Joseph Jájá
Director, Institute for Advanced Computer Studies
and Professor, Electrical Engineering and the
Institute for Systems Research

Joseph JáJá received his B.S. degree with high
distinction in Mathematics from the American
University of Beirut in 1974. He was awarded his
M.S. and Ph.D. degrees in Applied Mathematics by
Harvard University in 1976 and 1977, respectively.
Dr. JáJá worked as a Teaching Assistant from 1976–
77 at Harvard University. He served as an Assistant
Professor of Computer Science from 1977–82 and as
an Associate Professor of Computer Science from
1982–82 at the Pennsylvania State University. In 1983

he became an Associate Professor of Electrical
Engineering at the University of Maryland and
joined the Systems Research Center as a research
faculty appointment in 1985. He was promoted to
full Professor in 1987. He served as the ISR Associate
Director for Research from 1988 to 1994. He has been
the Director of the Institute for Advanced Computer
Studies since July 1994.

Professor JáJá’s current research interests are in
the areas of high-performance computing and VLSI
signal processing.

P.S. Krishnaprasad
Professor, Electrical Engineering
and the Institute for Systems Research

P.S. Krishnaprasad received his Ph.D. degree from
Harvard University in 1977. He was on the faculty of
the Systems Engineering Department at Case
Western Reserve University from 1977 to 1980. He
has been with the University of Maryland since
August 1980, where he has held the position of
Professor of Electrical Engineering since 1987 and a
joint appointment with the Institute for Systems
Research since 1988. At Maryland, Krishnaprasad is
also a member of the Faculty of the Applied Math-
ematics Program. He has held visiting positions with
Erasmus University (Rotterdam); the Department of
Mathematics, University of California, Berkeley; the
University of Groningen (the Netherlands); the
Mathematical Sciences Institute at Cornell Univer-
sity; and the Mechanical and Aerospace Engineering
Department at Princeton University. He has been an
active participant in the research programs of the
Institute for Systems Research, a collaborative center
between the University of Maryland and Harvard
University engaged in research in systems problems
in engineering.

Dr. Krishnaprasad’s research interests lie in the
broad area of geometric control theory and its
applications. He has contributed to the understand-
ing of parametrization problems in linear systems,
the Lie algebraic foundations of certain nonlinear
filtering problems pertaining to system identifica-
tion, the Lie theory and stability of interconnected
mechanical systems (e.g., spacecraft with elastic
attachments, spinning rotors and fluid-filled cavi-
ties) and symmetry principles in nonlinear control
theory. He has also investigated mathematical
problems in the kinematics and control of robot
manipulators, the real-time control of flexible robot
arms with end-point sensing, tactile perception and
the development of symbolic algebraic tools for
design and control. In the last several years, his
interests have drawn him to: problems of modeling,
design, motion planning and control, arising in
mobile robotics (legged and wheeled vehicles,
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autonomous underwater vehicles and autonomous
aircraft); geometric methods in nonlinear dynamics;
wavelet analysis for signals and systems; intelligent
control architectures, in part inspired by biological
paradigms such as central patterns generators and
neural networks; the technology of smart materials
such as piezo-electric and magnetostrictive materials
for use in actuation and sensing; problems of inte-
gration of actuators and sensors in control networks;
and modeling, simulation, monitoring and control in
semiconductor manufacturing processes, such as
rapid thermal chemical vapor deposition and
chemical mechanical polishing/planarization.

A central interest in geometric control theory,
geometric mechanics, Lie groups and distributed
parameter systems, guides the technical approaches
taken to attack problems in the above areas. Addi-
tionally, this work is also linked to the experimental
efforts in the Intelligent Servosystems Laboratory
where the current projects include; experiments in
positioning, vibration suppression and impact
control of a flexible arm; mechanical manipulation
with a modular hand; nonholonomic robot design;
3–D solid modeling and graphical animation; a
hybrid motor prototype; and motor networks. In the
area of semiconductor processing, experimental
efforts are being explored with collaborating Univer-
sity and Industry partners.

Dr. Krishnaprasad was on the Editorial Board of
Systems and Control Letters.

He is a reviewer for IEEE, the National Science
Foundation, SIAM journals and others. His profes-
sional society memberships include the AIAA and
the AMS. He is an Elected Fellow of the IEEE.

P.S. Krishnaprasad was elected a Fellow of the
IEEE in 1990 for his contributions to geometric and
nonlinear control and engineering education.

K.J. Ray Liu
Associate Professor, Electrical Engineering
and the Institute for Systems Research

Dr. K.J. Ray Liu received his B.S. degree from the
National Taiwan University in 1983 and his Ph.D.
degree from the University of California, Los Ange-
les, in 1990, both in electrical engineering.

Since 1990 Dr. Liu has been with Electrical Engi-
neering Department and the Institute for Systems
Research of University of Maryland at College Park.
He is the director of the Digital Signal Processing
Laboratory.

His research interests span all aspects of high-
performance computational signal processing
including parallel and distributed processing, fast
algorithm, VLSI and concurrent architecture, with

applications to image/video, radar/sonar, commu-
nications and medical and biomedical technology.
He has published more than 100 papers in these
areas.

His research has been supported by the National
Science Foundation, the National Institutes of
Health, the Office of Naval Research, the Army
Research Laboratory and companies such as
Westinghouse, Watkins Johnson, Allied-Signal and
Micro Star.

Dr. Liu was the recipient of the 1994 National
Science Foundation Young Investigator Award in
recognition of being one of the nation’s most out-
standing and promising young faculty in science
and engineering. He was awarded the IEEE Signal
Processing Society’s 1993 Senior Award for a paper
of exceptional merit published in the IEEE Transac-
tions on Signal Processing. Dr. Liu received the
George Corcoran Award in 1994 for outstanding
contributions to electrical engineering education and
the Outstanding Systems Engineering Faculty
Award in 1996 in recognition of outstanding contri-
butions in research, both from the University of
Maryland.

He also received numerous awards including
Finalist for Invention of the Year from the University
of Maryland, the Research Initiation Award from the
National Science Foundation, the University Fellow-
ship and the Hortense Fishbaugh Memorial Scholar-
ship from UCLA, the President Research Partnership
from the University of Michigan, the Achievement
Award from the Taiwanese-American Foundation,
the Service Award from the Mei-Hwa Chinese
School and the Book Coupon Award and Prof. Feng
Memorial Scholarship from National Taiwan
University.

Dr. Liu is an Associate Editor of IEEE Transactions
on Signal Processing, an editor of the Journal of VLSI
Signal Processing and a member of the Design and
Implementation of Signal Processing Systems
Technical Committee of the IEEE Signal Processing
Society. He has been in program committees and
served as session chairman of numerous interna-
tional conferences and workshops.

Armand M. Makowski
Professor, Electrical Engineering
and the Institute for Systems Research

Armand M. Makowski received the Licence en
Sciences Mathematiques from the Universite Libre
de Bruxelles in 1975, the M.S. degree in Engineering-
Systems Science from UCLA in 1976 and the Ph.D.
degree in Applied Mathematics from the University
of Kentucky in 1981. In August 1981, he joined the
faculty of the Electrical Engineering Department at
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the University of Maryland at College Park, where
he is presently a Full Professor.

He has been affiliated with the Institute for
Systems Research, one of the NSF Engineering
Research Centers, since its establishment in 1985; he
is currently its Associate Director for Research. He is
also a co-founder of and active participant in the
Center for Satellite and Hybrid Communication
Networks, a NASA center for the development and
commercialization of space.

Over the past few years, he has held visiting
positions at the Technion (Israel), INRIA (France),
the IBM T.J. Watson Research Center (Hawthorne)
and AT&T Bell Laboratories (Murray Hill). Armand
Makowski was a C.R.B. Graduate Fellow of the
Belgian-American Educational Foundation for the
academic year 1975–76; he is also a 1984 recipient of
the NSF Presidential Young Investigator Award.

Dr. Makowski’s research interests broadly lie in
applying advanced methods from the theory of
stochastic processes to the modeling, design and
performance evaluation of a variety of engineering
systems, with particular emphasis on communica-
tion systems and networks. Recent activities include
the use of asymptotic methods for the performance
evaluation of switching systems, long-range model-
ing for multimedia applications in high-speed
networks and stochastic control formulation of
resource allocation issues in wireless networks (e.g.,
handoffs and paging). He is also currently involved
in several industry-sponsored projects dealing with
ATM technology.

Steven I. Marcus
Director, Institute for Systems Research
and Professor, Electrical Engineering

Dr. Marcus received his Ph.D. and S.M. from the
Massachusetts Institute of Technology in 1975 and
1972, respectively. He received a B.A. from Rice
University in 1971. Prior to becoming the Director of
the Systems Research Center in 1991, Dr. Marcus
held the L.B. (Preach) Meaders Professorship in
Engineering at the University of Texas at Austin
from 1987 through 1991. He was at the University of
Texas at Austin from 1975 until 1991, serving as
Associate Chairman of the Electrical Engineering
Department from 1984 through 1989.

Steven Marcus is a Fellow of IEEE, the recipient of
The Werner W. Dornberger Centennial Teaching
Fellowship in Engineering in 1982–83 and 1983–84
and the recipient of the University of Texas Engi-
neering Foundation Award in 1976, 1977, 1980, 1982
and 1986. Dr. Marcus is a member of SIAM, AMS
and Operations Research Society of America. He is
an Editor of the SIAM Journal on Control and Optimi-

zation and Associate Editor of Mathematics of Control,
Signals and Systems, Journal on Discrete Event Dy-
namic Systems and Acta Applicandae Mathematicae. He
has authored or co-authored more than 100 articles,
conference proceedings and book chapters.

Dr. Marcus’ research interests lie in the areas of
control and systems engineering, stochastic systems
and discrete event systems.

Thomas J. McAvoy
Professor, Chemical Engineering
and the Institute for Systems Research

Thomas J. McAvoy received his B.S. in Chemical
Engineering from the Brooklyn Polytechnic Institute
in 1961. He received M.A. and Ph.D. degrees in
Chemical Engineering from Princeton University in
1963 and 1964, respectively. In 1960 and 1961,
Thomas McAvoy worked for the Diamond Alkali
Co., Newark and for the M.W. Kellogg Co., New
York, in a Computer Applications Group in 1962. In
1964 he worked for Electronics Associates Inc.,
Computation Center, Princeton. From 1970 to 1971,
Thomas McAvoy served in a Research Apprentice-
ship at Delft University of Technology in Delft,
Netherlands. He taught from 1964 to 1980 at the
University of Massachusetts, Chemical Engineering
Department. In 1980 he began teaching at the
University of Maryland, Chemical Engineering
department and received his research faculty ap-
pointment to the Systems Research Center in 1985.

Professor McAvoy earned the Allied Foundation
Award for Excellence in Undergraduate Education
in 1982 and received the Donald P. Eckman Educa-
tion Award in 1987. He was on the Editorial Board
for Instrumentation Technology from 1983 to 1987,
Editorial Board I&EC Research from 1989–92, Associ-
ate Editor for Automatica from 1991–1993, is cur-
rently North America Editor for Automatica and was
a Co-Chairman in 1986 for Chemical Process Control III.

Dr. McAvoy’s interests are in the areas of neural
networks, process control, smart sensing and waste
water control.

Linda Milor
Assistant Professor, Electrical Engineering
and the Institute for Systems Research

Dr. Milor received her BS degree in Engineering
Physics and her Ph.D. degree in Electrical Engineer-
ing from the University of California, Berkeley. Her
thesis work was on reducing the production testing
time of analog circuits.

While a graduate student she conducted research
at Bell Laboratories and at IBM. In 1990 she received
a joint appointment as an Assistant Professor for the
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Electrical Engineering Department and the Institute
for Systems Research at the University of Maryland
at College Park. She has also spent a year working at
Advanced Micro Devices studying yield forecasting,
performance prediction and failure analysis.

Dr. Milor’s research interests include circuit
design, computer-aided integrated circuit design,
computer-aided integrated circuit manufacturing,
statistical modeling, yield modeling, circuit perfor-
mance modeling and failure analysis. She has
published papers related to testing of mixed signal
circuits and yield analysis of circuits using statistical
modeling.

Ioannis Minis
Associate Professor, Mechanical Engineering
and the Institute for Systems Research

Dr. Minis received his M.S. in mechanical engi-
neering from Clarkson University (1983) and his
Ph.D. in mechanical engineering from the University
of Maryland (1988). He received his undergraduate
degree in mechanical engineering from the National
Technical University of Athens, Greece (1982).

He has been with the University of Maryland for
12 years, most recently in a joint appointment with
the Department of Mechanical Engineering and the
Institute for Systems Research. From 1988 to 1995, he
was an assistant professor in the Department of
Mechanical Engineering at the University’s Balti-
more County and College Park campuses. From 1984
to 1988, he was a research fellow and assistant
instructor in the Mechanical Engineering Depart-
ment at the College Park campus.

Dr. Minis is the 1993 recipient of the Earl E.
Walker Outstanding Young Manufacturing Engineer
Award of the Society of Manufacturing Engineers.
He also received the best paper award in the area of
Engineering Database Management: Use of PDES in
Group Technology Applications for Electronics, at the
1992 ASME International Conference on Computers
in Engineering.

Dr. Minis’ research interests are in the areas of
production systems, concurrent engineering and
machining dynamics and control.

Prakash Narayan
Professor, Electrical Engineering
and the Institute for Systems Research

Dr. Narayan received his Master of Science degree
in Systems Science and Mathematics and his Doctor
of Science degree in Electrical Engineering from
Washington University in St. Louis, MO, in May
1978 and August 1981, respectively. He received his
Bachelor of Technology in Electrical Engineering in

August of 1976 from the Indian Institute of Technol-
ogy in Madras, India.

He has been with ISR since 1985 and holds a joint
appointment with the Institute. Since 1991, Dr.
Narayan has also been a member of the NASA
Center for Satellite and Hybrid Communications at
the University of Maryland. He has held the position
of Visiting Professor at the Swiss Federal Institute of
Technology (Zurich), the Technion (Haifa, Israel), the
University of Bielefeld (Bielefeld, Germany), the
Mathematical Institute of the Hungarian Academy
of Sciences (Budapest, Hungary), the Laboratory for
Dynamical Systems and Bioengineering (Padova,
Italy) and the Indian Institute of Science in Banga-
lore.

Dr. Narayan has served as a consultant to Bell
Communications Research, Morristown, N.J. He is a
reviewer for several IEEE Transactions, NSF and
other publications and organizations.

Dr. Narayan’s interests are in the areas of infor-
mation theory, communication networks and
statistical signal processing.

Dana S. Nau
Professor, Computer Science
and the Institute for Systems Research

Dana Nau is a professor at the University of
Maryland, in the Department of Computer Science
and the Institute for Systems Research (ISR). He is
also affiliated with the Institute for Advanced
Computer Studies (UMIACS) and the Department of
Mechanical Engineering. In ISR, he is co-leader of
the EMSYS (Electro-Mechanical Systems Design and
Planning) project and co-leader of the Systems
Integration research thrust. His research interests
include AI planning and searching techniques and
computer-integrated design and manufacturing.

Dr. Nau received a B.S. in applied mathematics
from the University of Missouri at Rolla in 1974. He
received an A.M. (in 1976) and Ph.D. (in 1979) in
Computer Science from Duke University, where he
was an NSF graduate fellow and a James B. Duke
graduate fellow. He has had summer and/or sab-
batical appointments at IBM Research, NIST, the
University of Rochester and General Motors Re-
search Laboratories. He has been on numerous
program committees, review panels and editorial
boards and has been the Academic Co-Director for
AAAI’s Special Interest Group on Automated
Manufacturing (SIGMAN). He has co-edited two
books and has published more than 150 refereed
technical papers. Copies of recent papers and
summaries of current research projects are available
at http://www.cs.umd.edu/users/nau.
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Dr. Nau has received a NSF Presidential Young
Investigator Award (1984–89), an IBM faculty
development award (1984–86), an honorable men-
tion award in the Texas Instruments 1987 call for
papers on AI for industrial automation, an honor-
able mention for AAAI’s best paper award (1991),
ISR Outstanding Systems Engineering Faculty
award (1993–94) and a best-paper award at the
ASME 1995 Computers in Engineering Conference.
In 1996 he was made a Fellow of the American
Association for Artificial Intelligence (AAAI).

Nicholas Roussopoulos
Professor, Computer Science
and the Institute of Advanced Computer Studies

Dr. Roussopoulos received his B.A. degree in
Mathematics from the University of Athens in 1969.
He received an M.S. degree and a Ph.D. in Computer
Science from the University of Toronto in 1973 and
1977, respectively.

Dr. Roussopoulos served as a lecturer in Math-
ematics for the Greek Army from 1969–1970. From
1971–1976, he was a Research and Teaching Assis-
tant for the Department of Computer Science,
University of Toronto. He became a Researcher for
the IBM Research Lab in San Jose, California, from
1976–1977. In 1977 he joined the Department of
Computer Science, University of Texas at Austin as
an Assistant Professor. In 1981 he became Assistant
Professor at the Department of Computer Science at
the University of Maryland, Associate Professor in
1985 and Full Professor in 1991.

He served on the Space Science Board Committee
on Data Management and Computation,
(CODMAC), from 1985 until 1988. He was the
General Chairman of the ACM International Confer-
ence on Data Management 1986. He is an elected
trustee of the VLDB Endowment since 1990.

He has also organized and chaired a series of
Workshops for the VHSIC Engineering Information
System program.

He also serves on the editorial board of two
international journals, Information Systems and
Decision Support Systems.

Dr. Roussopoulos’ research is in high performance
database systems, mobile databases, client-server
database architectures, distributed database systems,
geographic information systems, network manage-
ment information systems, database design and
management, engineering information systems,
software engineering databases and artificial intelli-
gence databases.

Dr. Roussopoulos has published over 80 refereed
papers in journals and conferences.

Shihab A. Shamma
Professor, Electrical Engineering
and the Institute for Systems Research

Shihab Shamma received his B.S. degree in 1976
from Imperial College, in London, U.K. He received
his M.S. and Ph.D. degrees in Electrical Engineering
and an M.A. in Slavic Languages from Stanford
University in 1977 and 1980.

He has been a member of the University of
Maryland faculty since 1984 when he started as an
Assistant Professor in the Electrical Engineering
Department. He became an Associate Professor in
1989 and a Professor in 1995. He has been associated
with the Systems Research Center since its inception
in 1985 and received a joint appointment in 1990.
Previously, Dr. Shamma worked at the National
Institutes of Health and Stanford University.

Dr. Shamma’s research interests include biological
aspects of sound and speech analysis and computa-
tional neuroscience in general.

Mark A. Shayman
Professor, Electrical Engineering
and the Institute for Systems Research

Mark Shayman graduated Summa Cum Laude
from Yale University with a B.A. in Molecular
Biophysics and Biochemistry in 1975. He received
his S.M. in Applied Mathematics from Harvard
University in 1977 and Ph.D. in Applied Mathemat-
ics from Harvard in 1981. From 1981–1986 he was a
faculty member in the Department of Systems
Science and Mathematics, Washington University, St.
Louis, Missouri. Since 1986, he has had a joint
faculty appointment in the Electrical Engineering
Department and the Institute for Systems Research
(ISR) at the University of Maryland where he
currently holds the rank of Professor. Within ISR, Dr.
Shayman is Graduate Director of the M.S. in Systems
Engineering Program and is a member of the Center
for Satellite and Hybrid Communication Networks
(CSHCN), a NASA Center for the Commercial
Development of Space.

Dr. Shayman received the Donald P. Eckman
Award in 1984 from the American Automatic
Control Council (U.S. member organization in
International Federation of Automatic Control) for
outstanding contribution to the field of control by a
young researcher in the United States. He was
granted the Presidential Young Investigator Award
in 1985 from the National Science Foundation. Dr.
Shayman received the George Corcoran Award for
contributions to electrical engineering education
from the Electrical Engineering Department and the
Outstanding Professor Award from the Graduate
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Student Association of the Electrical Engineering
Department of the University of Maryland, both in
1988. He has served as Associate Editor of IEEE
Transactions on Automatic Control and is currently
Chair of the Technical Committee on Control Theory
of the IEEE Control Systems Society.

Dr. Shayman’s research interests are in the control
of discrete event systems with application to com-
munication network management.

Ben Shneiderman
Professor, Computer Science

Dr. Shneiderman is head of the Human-Computer
Interaction Laboratory and Member of the Institute for
Systems Research, all at the University of Maryland at
College Park. He has taught previously at the State
University of New York and at Indiana University. He
regularly teaches popular short courses and organizes
an annual satellite television presentation on “User
Interface Strategies” seen by thousands of profession-
als since 1987.

In 1995, he received an Honorary Doctorate of
Science from the University of Guelph, Ontario,
Canada.

Dr. Shneiderman is the author of Software Psychol-
ogy: Human Factors in Computer and Information Systems
(1980) and Designing the User Interface: Strategies for
Effective Human-Computer Interaction (1987, second
edition 1992), Addison-Wesley Publishers, Reading,
MA. His 1989 book, co-authored with Greg Kearsley,
Hypertext Hands-On!, contains a hypertext version on
two disks. He is the originator of the Hyperties
hypermedia system, now produced by Cognetics
Corp., Princeton Junction, NJ. In addition he has co-
authored two textbooks, edited three technical books,
published more than 180 technical papers and book
chapters. His 1993 edited book Sparks of Innovation in
Human-Computer Interaction collects 25 papers from
the past 10 years of research at the University of
Maryland.

Ben Shneiderman has been on the Editorial Advi-
sory Boards of nine journals including the newly
formed ACM Transactions on Computer- Human
Interaction and the ACM Interactions. He edits the
Ablex Publishing Co. book series on “Human-Com-
puter Interaction.” He has consulted and lectured for
many organizations including Apple, AT&T, Citicorp,
GE, Honeywell, IBM, Intel, Library of Congress, NASA
and university research groups.

Nicholas D. Sidiropoulos
Assistant Research Scientist,
The Institute for Systems Research

Dr. Sidiropoulos was appointed to his present
position as Assistant Research Scientist, Institute for
Systems Research, University of Maryland at College
Park, in January 1996. He is also an Adjunct Professor,
Dept. of Electrical Engineering, University of Mary-
land, since January 1995. From August 1994, to January
1996 he was a Post-Doctoral Research Associate,
Institute for Systems Research, University of Maryland
at College Park.

His research expertise is in statistical and nonlinear
signal processing, optimization and image processing.

His efforts have focused on several problems in
optimal filtering, estimation and detection, regression,
coding, deconvolution and, more recently, medical
imaging.

He has completed work leading to a patent disclo-
sure on the problem of automatic computer-aided
selection of window—and—level (dynamic range)
parameters for the optimal display of X-rays and other
types of very high contrast resolution medical images
on filmless radiology workstations. Among other
distinctions, he has been the recipient of a Fulbright
fellowship (1988–1989) and a teaching award from the
IEEE student chapter of the University of Maryland
(Fall 1995).

Dr. Sidiropoulos earned a Ph.D. in Electrical Engi-
neering in August 1992 at University of Maryland at
College Park and an M.S. in Electrical Engineering in
May 1990 at the University of Maryland at College
Park. He earned a diploma in Electrical Engineering
(highest honors) in July 1988 at the Aristotelian Univer-
sity of Thessaloniki, Greece.

Dr. Sidiropoulos is a member of IEEE, a member of
the Technical Chamber of Greece and a registered P.E.
in Greece. He is a reviewer for IEEE Trans. Signal
Processing, IEEE Trans. Image Processing, Journal of Visual
Communication and Image Representation and the Journal
of Mathematical Imaging and Vision.

V. S. Subrahmanian
Assistant Professor, Computer Science
and the Institute for Systems Research

V.S. Subrahmanian received his M.S. (1987) and
Ph.D. (1989) in computer science from Syracuse
University where he was a teaching/research assistant
during 1985–89. In 1989, he joined the University of
Maryland as an Assistant Professor in Computer
Science. In 1993, he received NSF’s Young Investigator
Award.
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Dr. Subrahmanian’s work is on the declarative,
computational and implementation aspects of reason-
ing with uncertainty, inconsistency, non-monotonicity
and numeric computation in logic programming and
deductive databases. He is working on the develop-
ment of a theoretical foundation for a logic program-
ming/deductive database system incorporating these
features. The theoretical foundation is based on
characterizing the meaning of such programs in terms
of model-theoretic semantics and in terms of fixed-
point theory. The fixed-point theory is complicated by
the fact that the operators being studied are non-
monotonic. He is also developing techniques to
compute the alternative semantical constructs devel-
oped by us. As one of his intended domain of applica-
tions is real-time control systems, it is important that
these query processing techniques be very fast at run-
time and that they be easily “updatable” in the sense
that new information reflecting changes in the environ-
ment lead to quick re-evaluation of appropriate
queries. He has developed fast, incremental computa-
tion techniques for query processing under such
circumstances.

Leandros Tassiulas
Assistant Professor, Electrical Engineering

Leandros Tassiulas (S’89, M’91) was born in 1965, in
Katerini, Greece.

He obtained the Diploma in Electrical Engineering
from the Aristotelian University of Thessaloniki,
Thessaloniki, Greece in 1987 and the M.S. and Ph.D.
degrees in Electrical Engineering from the University
of Maryland at College Park in 1989 and 1991 respec-
tively.

From September 1991 to June 1995 he was an
Assistant Professor in the Department of Electrical
Engineering, Polytechnic University, Brooklyn, NY.

Since July 1995 he is an Assistant Professor in the
Department of Electrical Engineering, University of
Maryland at College Park.

His research interests are in the field of computer
and communication networks with emphasis on
wireless communications and high-speed network
architectures and management, in control and optimi-
zation of stochastic systems and in parallel and
distributed processing.

Dr. Tassiulas received an NSF Research Initiation
Award in 1992 and an NSF Faculty Early Career
Development Award in 1995.

He co-authored a paper that won the INFOCOM ‘94
best paper award.

Andre L. Tits
Professor, Electrical Engineering
and the Institute for Systems Research

Andre L. Tits was born in Verviers, Belgium on
April 13, 1951. He received the ‘Inginieur Civil’ degree
from the University of Liege, Belgium and the M.S. and
Ph.D. degrees from the University of California,
Berkeley, all in Electrical Engineering, in 1974, 1979 and
1980, respectively.

Since 1981, Dr. Tits has been with the University of
Maryland at College Park. Currently, he is an Professor
of Electrical Engineering and he holds a permanent
joint appointment with the Institute for Systems
Research. He has held visiting positions at the Univer-
sity of California, Berkeley, at the Lund Institute of
Technology, at INRIA, at the Catholic University of
Louvain at Louvain-la-Neuve, Belgium and at the
Australian National University.

Dr. Tits received a 1985 NSF Presidential Young
Investigator Award. He is a member of the Institute of
Electrical and Electronics Engineers, of the Mathemati-
cal Programming Society, of the Society for Industrial
and Applied Mathematics and of the Association des
Ingenieurs sortis de l’Institut Montefiore.

Dr. Tits is an Associate Editor of Automatica (the
IFAC journal) and an Associate Editor At Large of the
IEEE Transactions on Automatic Control.

Dr. Tits’ main research interests lie in various aspects
of optimization-based system design and robust
control. The former include theoretical questions in
numerical methods for optimization, novel ideas and
software for interactive optimization-based design and
application of the above to the design of electrical,
chemical and mechanical systems. Current projects
include the development of a fast feasible algorithm
for semi-infinite optimization and the development
of graphical tools for exploration of design tradeoffs.
Dr. Tits recent work in robust control has dealt with
both parametric and dynamic uncertainty, including
contributions to the computation of the structured
singular value.

Lung-Wen Tsai
Professor, Mechanical Engineering
and the Institute for Systems Research

Dr. Lung-Wen Tsai received his B.S. degree from the
National Taiwan University in 1967, M.S. degree from
the State University of New York at Buffalo in 1970 and
Ph.D. degree from Stanford University in 1973.

From 1973 to 1978 he worked for Hewlett-Packard
Co. as a research and development engineer and from
1978 to 1986 he worked for the General Motors Re-
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search Laboratories as a senior research engineer, staff
research engineer and then senior staff research
engineer. Dr. Tsai joined the University of Maryland in
1986 as an Associate Professor and became a Full
Professor in 1990.

Dr. Tsai is a registered professional engineer in the
State of California, a Fellow of ASME and a member of
SAE. He is a well-known researcher in the field of
Mechanisms and Machine Theory and Robotics. He
has published numerous papers in prestigious journals
and conference proceedings. Dr. Tsai is the recipient of
several prestigious awards including the 1985 ASME
Melville Medal, the 1986 General Motors Campbell
Award, the 1988 SAE Arch Colwell Award and the
1993 AMR South Pointing Chariot Award. He is the
holder of seven U.S. patents and one pending applica-
tion.

Dr. Tsai’s research interests include design method-
ology, design automation, kinematics and dynamics of
mechanisms, automotive engineering, robot manipula-
tors and other intelligent servomechanisms.

Evanghelos Zafiriou
Associate Professor, Chemical Engineering
Department and the Institute for Systems Research

Evanghelos Zafiriou received his Diploma in
Chemical Engineering from the National Technical
University in Athens, Greece, in 1983, where he was
the recipient of several awards, including the Technical
Chamber of Greece award for having the highest GPA
of any NTU student during his senior year. He ob-
tained the Ph.D. degree, also in Chemical Engineering,
from the California Institute of Technology, in 1987. He
then joined the University of Maryland as Assistant
Professor and was promoted to Associate Professor
with tenure in 1991. He is the co-director of the Chemi-
cal Process Systems Laboratory at ISR.

In 1990 he received the Presidential Young Investi-
gator award from NSF and he has obtained full
industrial matching funds.

Dr. Zafiriou has lectured at several short courses for
industry nationally and internationally on topics
including model predictive control, robust process
control and neural networks. In addition to numerous
papers, he has co-authored a book on Robust Process
Control (Prentice-Hall, 1989). He has organized several
sessions and meetings on these topics, including, in
June 1994, a Workshop of the Int. Federation of Aut.
Control on the Integration of Process Design and
Control, for which he served as General Chair and Int.
Program Committee Chair, as well as Proceedings
Editor.

He is a member of the AIChE, IEEE, ACS and SIAM
and a panel member and proposal reviewer for five
NSF Programs and the ACS. He has served as guest
editor for two archival journals and is a reviewer for
over a dozen journals.

Dr. Zafiriou’s interests are in robust and nonlinear
process control, control-relevant identification and run-
to-run and feedback control in semiconductor manu-
facturing.

Guangming Zhang
Associate Professor, Mechanical Engineering
and the Institute for Systems Research

Dr. Zhang received M.S. and Ph.D. degrees in
Mechanical Engineering from the University of Illinois
at Urbana-Champaign in 1983 and 1986 respectively.
He also received a M.S. and B.A. degrees from Tianjin
University, The People’s Republic of China, in 1981 and
1966 respectively. Dr. Zhang has been on the faculty at
the University of Maryland since 1989. From 1988
through 1989, Dr. Zhang was a Visiting Research
Associate at the Knowledge-Based Engineering
Systems Research Laboratory in the Department of
Mechanical and Industrial Engineering at the Univer-
sity of Illinois at Urbana-Champaign. He was an
Associate Professor at the Beijing Institute of Printing
in The People’s Republic of China from 1986 to 1988.

Dr. Zhang holds memberships in the following
professional associations: American Association for
Artificial Intelligence, American Society of Mechanical
Engineers, Society of Manufacturing Engineers,
Women in Engineering Program Advocates Network,
American Society of Quality Control. He received the
1992 ASME Blackall Machine Tool and Gage Award.
He was the recipient of the 1993 E. Robert Kent Out-
standing Teaching Award from the College of Engi-
neering.

Dr. Zhang’s research interests include manufactur-
ing systems, dynamics of mechanical structures,
quality engineering, dynamics of machine tools and
machining of advanced engineering materials.
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Margaret Brumfield
Assistant Director for Finance
and Internal Operations

Margaret Brumfield has been with the Institute since
1987. She plans and manages all financial and internal
administrative matters of the institute and its associ-
ated Centers (CALCE Electronic Packaging Research
Center and Center for Satellite and Hybrid Communi-
cation Networks), including its total budget of $12
million from state, government and industry sources.
She has organized the financial affairs of the institute
through the creation and management of a computer-
based parallel accounting system and has overseen the
development of a computer-based data management
system for payroll, inventory, proposal development
and facilities utilization. Additional facets of her work
include the management of ISR space and facilities and
supervision of six employees who perform accounting,
payroll, facilities management, inventory tracking and
proposal submission activities.

Ms. Brumfield has over 25 years of professional
experience in a variety of positions involving financial
and administrative management, budgeting, organiza-
tion and management analysis, contracting and
statistical analysis. Before joining ISR, she was senior
business affairs specialist with the Corp. for Public
Broadcasting. She has also held positions with the U.S.
Department of Commerce Office of International
Marketing and the U.S. Department of Labor. Ms.
Brumfield is a graduate of the University of Maryland,
having received a Master of Public Policy degree in
Public Sector Financial Management and a Bachelor of
Science degree in Economics.

the Office of the Chancellor at the University of
Maryland at College Park, where she was employed
for 10 years. Ms. Frazier is a graduate of the University
of Maryland; she received her Bachelor of Arts degree
in Sociology.

Susan L. Frazier
Assistant Director for Education and Personnel

Ms. Frazier’s responsibilities include managing
faculty, student and staff affairs. She serves as the
personnel and equity officer for the Institute, coordi-
nating recruitment efforts for faculty, post-doctoral
appointments and visitors and advising the Director
on personnel related issues. She also coordinates
administrative and technical staff recruitment and
search processes, monitors affirmative action activities
and develops visa documentation for employees. She
manages the ISR education programs, including the
Post-Doctoral Fellowship program and graduate,
undergraduate and high school student participation
in research and education. She supervises development
efforts to solicit funds to support the programs and
outreach activities to attract women and minority
students to the ISR programs.

Ms. Frazier has been with the Institute since April
1986. Prior to that time, she was a Program Analyst in

Amar Vadlamudi
Assistant Director for Computing
and Laboratory Facilities

As Assistant Director for Computing and Labora-
tory Facilities, Mr. Amar Vadlamudi coordinates and
manages all of the Institute’s computing activities. His
objectives in this endeavor are to provide a state of the
art computer system for research; to teach faculty,
students and staff the use of the systems and sup-
ported software; to generate revenue through propos-
als involving software development and outreach
functions; and to present a coherent picture of ISR
computing to supporting government agencies and
industrial affiliates.

The Assistant Director for Computing and Labora-
tory Facilities plans and manages administrative
support for labs; ensures the development of necessary
ISR hardware and software capability; maintains
productive relations between ISR and vendors; man-
ages software licensing for ISR; recommends and
supervises the procurement of computer equipment
and outside computer services; coordinates network
planning and development; develops and maintains
research software; represents ISR on campus commit-
tees; provides leadership in key technologies; interfaces
with other units within the University; initiates and
manages a software club and bulletin board system;
assists in the implementation of an outreach to me-
dium and small companies; and assists in the educa-
tional outreach functions of ISR.

Mr. Vadlamudi worked under the direction of Dr.
Joseph Jájá in the VLSI Systems Laboratory of ISR in
1992 as part of his master’s degree program. He
subsequently received a Master of Science degree in
Electrical Engineering from the University of Maryland
at College Park. In 1993 he joined ISR General Comput-
ing Staff as a Computer Systems Specialist and main-
tained and supported the Institute’s UNIX computer
networks and software environment. In 1994, he
became the Institute’s Assistant Director for Comput-
ing and his broad knowledge in engineering and
computer science, as well as his familiarity with the
Institute’s research activities, enabled him to manage a
highly skilled technical team and to assist faculty with
specialized equipment needs for their research.

Mr. Vadlamudi is currently involved with the
introduction of technologies such as ATM, multicasting
and distributed object databases into ISR computing
environment.

ISR Management Biographical Sketches



1996 ISR Annual Report 61


