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AlphaGo’s shockingly dominant victory over the reigning world 
Go champion Lee Sedol in Seoul, Korea, in March 2016 signaled 
another great leap in the seemingly relentless advancement of machines becoming 
truly “intelligent” in the sense of being able to learn and outsmart humans. When 
IBM’s Deep Blue defeated world chess champion Garry Kasparov in 1997, it was 
thought at the time to have reached the ultimate pinnacle in computer game-playing 
abilities, since chess had been considered (at least in the Western world) to be the 
game requiring the most human brainpower, so the fact that a computer had finally 
surpassed the abilities of humankind’s best would seem to have indicated that some 
aspects only found in science fiction might be finally approaching reality. 

However, the “primitive brute force-based” [1] Deep Blue appeared 
to be more of a showcase of hardware than software, as it relied more on its 
computational firepower rather than any intuition or actual learning in its 
approach to the game. On the other hand, because of the mind-boggling 
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number of possible configurations due to a much 
larger board size (19x19 vs. 8x8 for chess), such 
an approach is just not feasible in any foreseeable 
future for the game of Go. Thus, a paradigm shift 
was required, and at the heart of all successful Go-
playing computer programs over the past decade has 
been the use of intelligent sampling (Monte Carlo 
simulation) rather than “intelligent” enumeration, 
which basically means immense storage of games 
and doing more clever enumeration (e.g., by 
pruning). However, all of these game-playing 
programs do have one thing in common: the 
concept of “learning,” using algorithms under the 
general umbrella of machine-learning techniques 
(where it appears that concepts such as branching, 
bounding, and pruning now have been absorbed 
under this catchall). 

According to a Google blog posting [2]: 
“The game of Go originated in China more 
than 2,500 years ago. The rules of the game 
are simple: Players take turns to place black or 
white stones on a board, trying to capture the 
opponent’s stones or surround empty space to 
make points of territory. As simple as the rules 
are, Go is a game of profound complexity. 
There are more possible positions in Go than 
there are atoms in the universe. That makes Go 
a googol times more complex than chess.

“The objective of the game – as the 
translation of its name (weiqi in Mandarin) 
implies – is to have surrounded a larger total 
area of the board with one’s stones than the 
opponent by the end of the game.”

This article covers several aspects regarding 
AlphaGo’s success. We begin with an introduc-
tion to DeepMind and a brief description at a 
higher level of the main parts of the AlphaGo 
program – specifically the two “deep” neural net-
works and the technique of Monte Carlo tree 
search with upper confidence bounds (UCBs) 
that is used in all modern computer Go-play-
ing (as well as other computer game-playing) 
programs. The main ideas of the latter can be 
found in a paper that appeared in the INFORMS 
journal Operations Research in 2005 [3], but is not 
well known in the computer science (CS) and 
artificial intelligence (AI) game-playing commu-
nity. In describing this apparent disconnect, we 
will segue into comparing and contrasting the 
different academic cultures of the operations re-
search (O.R.) and CS/AI communities, and rais-
ing questions as to how these two communities 
could possibly interact in a mutually beneficial 
manner to build upon the research strengths of 
both. 

Google DeepMind 
Google DeepMind’s web page on AlphaGo 
s c reams  ou t  in  a l l - c ap s : “THE FIRST 
COMPUTER PROGRAM TO EVER BEAT A 
PROFESSIONAL PLAYER AT THE GAME OF 
GO” [4]. AlphaGo accomplished this incredible feat, 
assumed by AI experts to be many decades away, 
in October 2015, when it defeated the reigning 
European champion, Fan Hui, by a stunning margin 
of 5-0. 

The creator of AlphaGo, Google DeepMind, 
is a London-based artificial intelligence company 
founded in 2010 by Demis Hassabis, Shane Legg 
and Mustafa Suleyman. As promoted on their web 
page [5]: 

“DeepMind was supported by some of the 
most iconic tech entrepreneurs and investors 
of the past decade, prior to being acquired by 
Google in early 2014 in their largest European 
acquisition to date. … The algorithms we build 
are capable of learning for themselves directly 
from raw experience or data, and are general in 
that they can perform well across a wide variety 
of tasks straight out of the box. Our world-class 
team consists of many renowned experts in their 
respective fields, including but not limited to 
deep neural networks, reinforcement learning 
and systems neuroscience-inspired models. ... 
Our Nature paper … describes the technical 
details behind a new approach to computer Go 
that combines Monte-Carlo tree search with 

Figure 1: AlphaGo’s two-deep neural networks. 
Source: Nature, 2016 [6]
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deep neural networks that have been trained by 
supervised learning, from human expert games 
and by reinforcement learning from games of 
self-play.”

Core of AlphaGo: Deep Learning
The following two-deep neural networks com-
prise AlphaGo’s core: value network – estimates the 
“value” (probability of winning) of a given board 
configuration; and policy network – provides a 
probability distribution over (opponent’s) actions for 
a given board configuration. 

Each network has 12 layers and millions of 
connections, and as depicted in Figure 1 (from 
the 2016 Nature article [6]) takes as input a rep-
resentation of the board configuration. The sub-
scripts σ and ρ in the policy network probability 
correspond to two different networks used, based 
on supervised learning and reinforcement learn-
ing, respectively, whereas the subscript θ in the 
value network represents the parameterization of 
the function. 

Because the number of “states” (board con-
figurations) is way too huge to be enumerated, 
the probability distribution provides a “weight-
ing” of which moves are more preferable by the 
opponent. If the optimal move in a given board 
configuration is known, the distribution becomes 
deterministic, but for a large proportion of the 
state space, the opponent’s move must be sampled 
using Monte Carlo simulation to generate sample 
paths of possible games. If simulated to the end, a 
win or loss could be determined, and then prop-
agated backwards to update the value function. 
Examples depicting the process using tic-tac-toe 
can be found in Fu [7]. 

AlphaGo was first trained using past human 
games, considering more than 30 million moves 
(supervised learning). Then it played against itself 
thousands of times to further adjust the neural 
network parameters (reinforcement learning) 
using Monte Carlo tree search with upper 
confidence bounds (UCBs), which directs which 
actions to take. In terms of Figure 1, the latter 
determines which move a* to select in a given 
board configuration s*, which leads to board 
configuration s, for which an opponent move a 
is sampled (simulated) from p(a|s), which leads 
to state s´, 

at which point the value network could be used 
or the previous process could be repeated until a 

satisfactory state (in terms of the value network) or 
the end of game is reached. 

Monte Carlo Tree Search
Monte Carlo tree search (MCTS) was coined by 
Rémi Coulom in his 2006 paper [8], where he also 
refers to the adaptive multi-stage sampling algo-
rithm of Chang et al. [3] – to be described shortly 
– as a Monte Carlo tree search algorithm. The name 
Monte Carlo tree search captures the essence of 
the approach far better than “adaptive multi-stage 
sampling” and thus stuck in the AI community. The 
abstract of the survey article, “A Survey of Monte 
Carlo Tree Search Methods” (Browne et al., 2012 
[9]), provides an overview of the approach:

“Monte Carlo Tree Search (MCTS) is a 
recently proposed search method that combines 
the precision of tree search with the generality 
of random sampling. It has received considerable 
interest due to its spectacular success in the 
difficult problem of computer Go, but has also 
proved beneficial in a range of other domains.”

Browne et al. go on to provide the following 
summary description of MCTS: 

“The basic MCTS process is conceptually very 
simple. ... A tree is built in an incremental and 
asymmetric manner. For each iteration of the 
algorithm, a tree policy is used to find the most 
urgent node of the current tree. The tree policy 
attempts to balance considerations of exploration 
(look in areas that have not been well sampled 
yet) and exploitation (look in areas which 
appear to be promising). A simulation is then 
run from the selected node and the search tree 
updated according to the result. This involves 
the addition of a child node corresponding to 
the action taken from the selected node, and an 
update of the statistics of its ancestors. Moves are 
made during this simulation according to some 
default policy, which in the simplest case is to 
make uniform random moves. A great benefit of 
MCTS is that the values of intermediate states 
do not have to be evaluated, as for depth-limited 
minimax search, which greatly reduces the 
amount of domain knowledge required. Only 
the value of the terminal state at the end of each 
simulation is required.” 

In practice, most implementations of Monte 
Carlo tree search, including all of those in the best 
Go-playing computer programs, use an algorithm 
called UCT (upper confidence bound 1 applied to 
trees) introduced in Kocsis and Szepesvári (2006, 
[10]), based on the UCB1 formula of Auer et al. 
(2002, [11]) and the provably convergent algorithm 
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first applied to multi-stage decision-making models 
(specifically, Markov decision processes) by Chang 
et al. (2005, [3]), a paper published in Operations 
Research.

Connection to Operations Research
The Operations Research paper (Chang et al. 
2005) cited above was first submitted in May 
2002 and presented just pr ior to that at the 
Cornell ORIE Colloquium on April 30. The 
adaptive multi-stage sampling (AMS) algorithm 
of Chang et al. chooses to sample the action that 
maximizes the upper confidence bound (UCB). 
As described in Chang et al., AMS “approximates 
the optimal value to break the well-known 
cur se of dimensional i ty in solving f inite 
hor izon Markov decision processes (MDPs). 
The algorithm is aimed at solving MDPs with 
large state spaces and relatively smaller action 
spaces. The approximate value computed by 
the algorithm not only converges to the true 
optimal value, but it does so in an ‘efficient’ way. 
The algorithm adaptively chooses which action 
to sample as the sampling process proceeds, 
and the estimate produced by the algorithm is 
asymptotically unbiased.” 

Kocsis and Szepesvári (2006) cited the work as 
follows: 

“Recently, Chang et al. also considered the 
problem of selective sampling in finite horizon 
undiscounted MDPs. … At each node they 
sample (recursively) a suff icient number of 
samples to compute a good approximation of 
the value of the node. The subroutine returns 
with an approximate evaluation of the value 
of the node. … Similar to our proposal, they 
suggest to propagate the average values upwards 
in the tree and sampling is controlled by upper-
confidence bounds.”

Coulom (2006) writes:
“Our approach is similar to the algorithm of 
Chang, Fu and Marcus [sic] … In order to 
avoid the dangers of completely pruning a move, 
it is possible to design schemes for the allocation 
of simulations that reduce the probability of 
exploring a bad move, without ever letting 
this probability go to zero. Ideas for this kind 
of algorithm can be found in …n-armed bandit 
problems, … (which) are the basis for the 
Monte-Carlo tree search algorithm of Chang, 
Fu and Marcus [sic].” 
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In other words, as mentioned earlier, Coulom 
himself refers to the AMS algorithm as a Monte Carlo 
tree search. The AMS algorithm was the first work 
to explore the idea of UCB-based exploration and 
exploitation in constructing sampled/simulated (Monte 
Carlo) trees and is clearly the main seed for UCT.

A Tale of Two Cultures in Academia
As described, a core element in AlphaGo is MCTS 
with UCB, which came from the 2005 Operations 
Research journal paper, but the two 2006 AI 
conference papers (which as noted already did 
cite the 2005 paper) receive all the publicity (and 
citations; well over 2,000 in Google Scholar versus 
75 for the Operations Research paper as of Sept.11, 
2016), because much of the AI community is 
unaware of O.R. advances. 

Much of the CS community publishes primar-
ily in conference proceedings, whereas, in general, 
the OR/MS community doesn’t value conference 
proceedings papers for promotion and tenure (espe-
cially in business schools, where they may even be 
viewed negatively), and journal papers take years to 
get published. Moreover, once a work is published in 
a conference, it becomes more difficult to publish it 
in a journal, which is probably the main reason the 
main INFORMS conferences have no proceedings. 

In contrast, the CS (and AI community within it) 
culture values conference proceedings the most, which 
puts the research agenda in a very different mode, al-
ways seeking to meet the next deadline (e.g., NIPS, 
AAAI, ICML). There’s nothing like a deadline for in-
creasing productivity, and CS/AI conference papers 
generally get much higher citation counts than our 
journal papers; however, this modus operandi is not 
without its costs. For example, due to the tight review-
ing deadlines, mathematical proofs are rarely if ever 
closely checked, and many unsubstantiated claims end 
up being published. Many CS communities, such as 
the AI community, have tighter links with industry, at 
least the research-oriented groups within such giants 
as Google, Microsoft, Facebook and Yahoo, and this is 
evidenced by the active participation in the previously 
mentioned conferences. 

It should be noted that many IEEE societies (of 
which both the CS/AI and OR/MS communities 
participate to some degree) have a hybrid model. 
For example, the IEEE Conference on Decision and 
Control, for which INFORMS is one of the spon-
soring organizations, has a system whereby work 
submitted for the conference and published in the 
proceedings can also be considered (in lengthier 
form) for a corresponding journal, the IEEE Transac-
tions on Automatic Control. Perhaps this is a model that 
could be considered by some INFORMS-spon-
sored conferences.

One attempt to bridge the gap between the 
O.R. and AI communities was a National Science 
Foundation (NSF)-sponsored workshop entitled, 
“A Conversation Between Computer Science and 
Operations Research on Stochastic Optimization.” 
As described in Fu and Barton (2012, p.36, [12]), 
“This workshop is co-funded and co-sponsored 
by the Robust Intelligence (the new name for 
artificial intelligence (AI) at NSF) Program in CISE, 
and is motivated by a mutual feeling by the Robust 
Intelligence Program Director Sven Koenig and 
the OR Program director that the AI and OR 
communities carry out research on essentially the 
same topics oftentimes unaware of the contributions 
from the other community due to differences in 
terminology and notation. Such differences prevent 
research ideas from being understood and shared, so the 
workshop aims to break down such barriers, focusing 
on one broad area of interest to both communities, 
encompassing well-known topics such as AI planning 
and Markov decision processes.” The workshop, led 
by Warren Powell (Princeton) and Satinder Singh 
(Michigan), was held May 31-June 1, 2012 on the 
campus of Rutgers University. It was there that one 
of us first heard about the UCB Monte Carlo tree 
search algorithm, which sounded so similar to the 
AMS algorithm that an O.R. participant (not one of 
us) noted it. 

At the time, a co-author of the paper that is 
credited with “inventing” UCT turned to one of us 
to say, “We cited your paper.” Sure enough, this was 
confirmed, and it was at that time that it was first 
revealed to the O.R. community that this algorithm 
was being used successfully in Go-playing computer 
programs. Most of the participants likely do not even 
remember this seemingly trivial exchange, as con-
firmed when one of us checked with the O.R. par-
ticipant who had noted the algorithmic resemblance 
at the time. To find out more about the workshop, 
the web page for the workshop is still available at 
http://castlelab.princeton.edu/nsfcsor.html. 

Conclusion
AlphaGo represents a formidable AI achievement 
stemming from several research streams, for which 
the OR/MS community has played a role such as 
neural networks, learning algorithms, Monte Carlo 
tree search and multi-armed bandit models. What 
makes the work perhaps more impressive, at least 
on the surface, is that unlike IBM’s DeepBlue and 
Watson, which were basically tuned to a single ap-
plication – playing chess or playing Jeopardy, the 
machinery behind AlphaGo can be easily adapted 
to other games and applications. In other words, the 
general neural network/Monte Carlo tree search ar-
chitecture can be viewed as a very general-purpose 
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tool for games or sequential decision-making under 
uncertainty, much like regression is used for the so-
cial sciences. However, the devil’s in the details, in 
this case the selection of the appropriate “features” in 
the neural networks, so that there is still as much art 
as science at this point. 

Finally, a broader theme that we touched 
upon is raising conscientiousness in the OR/MS 
community as to how better to promulgate our 
research to other communities such as CS/AI. Clearly, 
INFORMS is aware of this general challenge, as 
evidenced by its seizing the initiative in claiming a 
well-deserved piece of the analytics pie. ORMS
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