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Acoustic-phonetic Approach to Speech Recognition Based on Landmark
Detection
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1. Introduction nl _!*'l 1 o [T_ﬁi wl bl :;ﬂ; Table 1 shows that EBS does not do well in the manner recognition of weak
% ' & : R R fricatives (particularly the phoneme /v/). As Fig. 3 shows, the surface
We discuss an event-based recognition system (EBS) which combines sovl v o - ; Vo o) manifestation of this sound can vary considerably. At present, we are
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phonetic feature theory, acoustic phonetics and statistical processing. Unlike = & planning to deal with such extensive variability by combining acoustic-
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1.:he state-of-the-art HMM system, EBS 18 datab.ase mdepenc_le.nt and speaker L ; - 3 =] ) I & ‘ :I = \ phonetic knowledge with the non-linear decision capabilities of Support
independent. Thus, it does not have to be retrained. In addition, EBS does not T N — o R = — - o Vector Machines.

pertorm frame-based recognition. Instead, recognition occurs around

linguistically relevant landmarks. L e i =

2. Method L ffla_'lr‘giﬂj'ﬂﬁrfwm}df:‘y_?

The phonetic feature hierarchy [1] shown in Fig. 1 shows the recognition [ L. e e me st

strategy used in EBS. First, acoustic parameters { APs) related to the manner o s g o W‘

phonetic features soncrant, syllabic, continuant and strident are used to T e 7 th

segment the speech signal into the broad claszes: vowel, sonorant consonant, L—j e LH,H e rme ot b et

strong fricative, weak fricative and stop. Second, landmarks obtained from T (o) g T 9 gl g
the manner recognition guide the extraction of APg related to the voice P4 SO O O

phonetic features and the place place phonetic features. In particular, APs for S

the place features /zbic/ and alveciar are extracted for stops; and APs for the Figure 2. Output of EBS for three utterances.

place feature anterior are extracted for strident fricatives.

3. Results
Speech _
Yo n EBS was tested with the E-set (B,C,.D.E,G,P,T,V,Z) utterances taken from
Sonorant Silence the TI-46 test corpus. Overall, EBS obtained a 75.7% word accuracy which
3"/ \\“‘ 18 slightly better than the best context-independent HMM recognition
Syllabic _ system [2]. Table 1 shows performance results at different stages of # 422 3: Differ er ”ﬁﬂiﬁﬂﬂﬂﬂ_ﬂﬁ af the proneme ', (a) frication only. (&)
%n ¢ rjfﬂhﬂimlf_____hn classification. As can be seen, EBS gives high accuracy for place and IrgﬂszgﬂI; weak frication and voice bar. {c) sonorant. {d) sonorant and
Strident Strident voicing recognition. However, manner recognition needs to be improved. Jrication.
Vowel  Sonorant y / \n }/ This problem is due to variability, particularly during weak fricatives and
Consoriant s Z ﬂ weak stops. At present, we are exploring the use of Support Vector
oS © ) Voiced Machines (SVMs) [3] to better capture and model this variability.
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