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Problem Statement

Given noisy, time-indexed observations of the tra-
jectory of a controlled dynamical system on a Rieman-
nian manifold M, we wish to use an optimal-control
approach to recover a plausible estimate of the control
signal applied (from which we can reconstruct the tra-
jectory, as in the figure below) under the assumption
that the physical system is itself implementing a control
which is optimal in some sense.

Let {g;}}¥., C M denote the observations and {t;}¥
the assomated (increasing) time indices, also called “sam-
pling instants.” Then our problem is to minimize a cost
functional of the form

J = Z.;F

where d(-,-) is the geodesic metric on M, g(-) incorpo-
rates state costs, and A > 0 is a parameter which re-
flects our trust in the observations. u(-) is the control
and z(-) is the associated trajectory satisfying dynam-
ical constraints

o)+ A / " (lu®IP + gl () dr,

(t) =

[t x(t), u(t)).

The Linear Quadratic Case

For M =R",

we minimize

N
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+A /, " @ (L)) + o (Ou(t)) dt,

subject to linear (possibly time-varying) dynamics
& = Az + Bu.

This problem is solved by recognizing the similarity to
the fixed-endpoint problem. We can use path indepen-
dence lemmas to cancel the quadratic terms a’(t;)Q;z(¢;)
and linear terms 2z’(t;)Q;p; in J if we allow for disconti-
nuities in the control signal. This gives the optimal control

1
u* = —BI(K$+ 577)7

where, for each interval (¢;,t;41),

K = —-AK-KA-L+KBBK,
ﬁ = _(A/_KBBI)U7
Both K and n are recovered by integrating backwards,

where the final conditions at each sampling instant are
specified by

K(ty) = A'Qw,

Kt7)-Ktf) = X'Qi (1<i<N-1)
n(ty) = —2X\"'Qnan,

n(t;y) —ntf) = —207'Qigi. (1<i<N-—1)

Finally, the optimal initial condition satisfies

2(Qo + AK(to))z(to) = 2Qoqo — An(to),
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A Co-state Perspective

If we define p = Kz + %n, then v = —B’p, and
further, we can show p = —A’p — Lz. That is, the
optimal control is a trajectory of the canonical system

(2) = (4 2)(2)

The discontinuity conditions at the sampling instants
become

Qoz(to) + Ap(te) = Qoqo,
Qix(ti) + Ap(tf) —p(t;)) = Qig;, 1<i<N-—1)
Qox(tn) — Ap(ty) = Qnan.

Future Research Directions

Given stereoscopic video data of the trajectory of
a bat in pursuit of prey, the problem of recovering the
curvatures in the natural Frenet frame was studied [1].
Since the natural Frenet frame lies in SO(3), this prob-
lem fits naturally into the present context if we can
extend our results to systems defined on Lie groups.

The solution for the linear quadratic problem given
above is of the same form as the description of the min-
imum length curves near data points on Riemannian
manifolds given in [2]. Their results coincide with ours
when © = uw and L = 0. That is, when the dynamics
are trivial and we have control over every component
of state, the optimal trajectories are straight lines in
R™. Our work will extend these results to a more gen-
eral control context, for example, when the number of
controls is less than the dimension of the manifold.
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