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Problems? Reconstructing signals from spatially sampled signals
« Sampling rate distortion: Statistics known « Correlated signals:  {(Xis,-., Xmt) = Xmefiog
» How do we place sensors for measurements? » » Selection and compression of signals. Algorithms for
Dynamic thermal management in microprocessors. reconstruction. * k-random sampler:  Pgn|x7 = [],—, Pg,|xt st-1
| * Universal sampling rate distortion: Statistics |ex: ex; e —~{oXt @ o —JjeYi oY: @
* |oT: What can a central hub learn using » unknown ® o o 8 o o o e o o o
compressed measurements from smart sensors? . Selection, estimation and compression. °*xXo o . g Xio  ® In c r ° Yo o
e o X0 0 B X —1® O Y,0
. How do we find “central” nodes in large networks to . I\_/IL_JIti-a_lrmed b_andits: Statistics unknown, Correlated signals Sampled signals Reconstructions
capture the average behavior? » finite-time horizon R | | . .
» Selection, estimation and identification under budget. « Sampling Rate Distortion function:
| 1
R(A) = inf — log |||,
k-RS, (c,r) n

%[ Distortion(Signals, r(c(Sampled signals)))] < A

Global inference when only subsets of signals can be accessed

Sampling Rate Distortion function What if statistics are unknown? ldentify “central” nodes in networks
» For a non-adaptive random sampler, - Distribution of {(X1t,..., Xmi) = X 32, known onlyto ~ (omntworkwith Prashanth L. A, o o |
Ps, xt st-1 = Ps,, t=1,... Px. €P={P,, 7cO) . ﬁ::tscg:is?verage behavior in communication/social
Rrrs(A) = min [(Xs AYpm|S). « Compressor: » Statistics unknown; data acquisition expensive.
, [ézgéi?‘f,;))(f <A . Eg;r;?/ :t?o“nesstimate” of statistics from partial  Observations only from subsets of nodes/people.
» Seqguential decision algorithms require less data.
* For an adaptive random sampler, * Cannot learn all correlations
PSt|XleSt—1 = P, xu t=1,... » Uses estimate to comp(;/ession and reconstruction.
 Conditional deterministic sampling Is optimall /\\

 Reduce computational complexity.

 Memory of previously sampled signals doesn'’t help.
* Does knowledge of sampling at reconstructor help?

Ambiguity atoms over class of distributions
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