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Introduction

Introduction

Single-photon light fields have found important applications in quantum
communication, quantum computation, quantum cryptography, and
quantum metrology.

Photons are the fundamental units in quantum descriptions of light.

Photons are emitted, for example, from atoms.

vacuum emitted photon

atom

A theory for spontaneous and stimulated emission goes back to Einstein.
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Introduction

Mathematically, photon states |1ξ〉 may be ‘created’ from the vacuum |0〉:

|1ξ〉 = B∗(ξ)|0〉 =

∫ ∞

−∞
ξ(r)b∗(r)dr |0〉

The function ξ describes the shape of the photon wavepacket.

Fields b(t) in a single photon state |1ξ〉 have zero mean

〈1ξ|b(t)|1ξ〉 = 0,

and intensity

〈1ξ|b∗(t)b(t)|1ξ〉 = |ξ(t)|2

giving the probability of detection per unit time.
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Introduction

We are interested in how photons can be transformed (scattered)

input

wavepacket

output

wavepacket

For example, a photon encountering a beamsplitter may be either
transmitted or reflected (multichannel).

The determination of the state of the output field is a key problem.
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Introduction

Wavepacket shapes are important for perfect absorption. This leads to a
zero dynamics principle, which together with the concept of decoherence
free subspaces may be applied to quantum memories.

2

(a)  Writing (b)  Storage (c)  Reading

bb
a

M

B

a

a

M

B

a

a

M

B

a

Figure 1. Basic schematic of an ideal quantum memory. aM denotes the mode of the

memory subsystem used for the storage, while aB is the mode of the buffer subsystem,

which transports the input state to (from) the memory subsystem from (to) the optical

field with mode b (b̃). The system structure can be switched from the stage (a) to (b),

or from (b) to (c), by tuning some controllable parameters. In the stage (b), aM is

decoupled from aB and thus the optical field, implying that aM is decoherence free. In

the stages (a) and (c), on the other hand, aM couples to the field for transferring or

retrieving the state.

the memory subsystem is decoupled even from the channel used for transferring an input

state or retrieving the stored state. Hence, the second assumption is that, during the

writing/reading process, the system can be tuned so that the memory subsystem couples

to that transportation channel. That is, the system should be the one that contains a

tunable port switching the opening/closing of the memory subsystem. Indeed this basic

schematic is employed in each specific memory device. In the case of atoms based on

the electromagnetic induced transparency (EIT) effect, an isolated memory subsystem is

served by a set of metastable collective atomic states, and an external control field (with

Rabi frequency ω(t)) can switch ON/OFF of the coupling between the metastable states

and the transportation optical field [1, 2, 3, 4, 15]. We also find successful demonstrations

in optical cavity or optomechanical oscillator arrays [16, 17, 18, 19, 20], where the

switching mechanism is served by adiabatic detuning of the memory subsystem. Note

that, if the system does not contain a tunable switching mechanism, it is generally

impossible to perfectly transfer an unknown state to a memory subsystem (i.e. DF

subsystem) [21].

The above basic schematic is illustrated in Fig. 1. In the writing stage (a), an

input state is sent to the system over an input channel with mode b(t). Let us here

assume that, by devising a “certain nice procedure”, all the input state is transferred

to the memory subsystem with mode aM. We then close the port, and aM becomes

decoherence free. In this storage stage (b), ideally, the memory subsystem can store the

state arbitrarily long time. Finally, in the reading stage (c), by opening again the port

we can retrieve the state at any later time, which is carried over the output channel

with mode b̃(t).

So what is a “certain nice procedure” to achieve the best or hopefully perfect state

transfer? In the typical situation where the transportation channel is given by an optical

field, we can explicitly formulate this problem; that is, the question is what is the optimal

wave packet carrying the input state. This optimization problem is very important and
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Introduction

An important experimental problem is to create photons on demand with
prescribed wavepacket shapes, high efficiency, and high fidelity.

MEASUREMENT-BASED GENERATION OF SHAPED SINGLE . . . PHYSICAL REVIEW A 95, 013828 (2017)

FIG. 2. The scheme for shaped single photon generation consists
of two cavities coupled by a semitransparent mirror. MC contains
a χ (2,n) optical nonlinearity, pumped by a coherent field "(t). SC
contains an EOM, which allows us to control its resonant frequency.
MC is perfect while SC allows leakage at a rate κsc, with the output
field continuously monitored by a photodetector.

A. Creation

We first create a single âe photon state in MC by waiting for
a photodetection from SC. An intuitive picture for this follows
from the experiment in Ref. [31]. We tune ωsc(t) = ωh, and
pump the nonlinearity until it generates a photon pair. Since
the âh mode is resonant with the SC it will leak out and be
detected. This heralds that we have a single âe mode in the
MC, and we cease pumping before further pairs are created.
The optimal regime will thus involve ωsc(t) = ωh, g, and κsc

large relative to "(t) to lower the multiphoton components of
the final state in the MC, and κsc ≫ g so that the dynamics of
the coupling do not play a significant role.

Since the detuning |ωh −ωe| is large, we can disregard
coupling of âe into the SC. As the coherent field "(t) is
constant during this stage, we will denote this as ". Moving to a
frame rotating with respect to !ωhâ

†
hâh + !ωeâ

†
eâe + !ωhb̂

†b̂,
the system is described by the Hamiltonian

Ĥ = !"(âhâe + â
†
hâ

†
e) + !g(âhb̂

† + â
†
hb̂), (7)

and loss operator

L̂ = √
κsc b̂. (8)

The aforementioned parameter regime will cause the
dynamics of b̂ and âh to be rapidly damped compared to
those of âe, so we may simplify our picture by performing
an adiabatic elimination [35] of these modes, the details of
which are provided in Appendix. This shows that in the regime
g,κsc ≫ ", κsc ≫ g, and 4g2/κsc ≫ ", the system Eqs. (7)
and (8) are equivalent to a single mode âe evolving under a
Hamiltonian and loss operator:

Ĥ = 0, L̂ = √
γ â†

e, (9)

where

γ = "2κsc

g2
. (10)

If we consider the evolution of Eq. (9) under Eq. (5), we
see that a photodetection from the SC loss channel will
indeed create a single emission mode in the MC. Before this

photodetection, the first term generates deterministic evolution
−dt γ

2 H[â†
eâe]ρ̂, which, provided the system begins in the

vacuum, will have no effect on the dynamics. However, this is
only true in the ideal adiabatic limit. In any experimental im-
plementation the dynamics of b̂ and âh are not instantaneous.
The final state after photodetection will thus be a superposition
of single and multiphoton components, which gets closer to a
single photon as we approach the adiabatic limit.

It may not be immediately clear why we require 4g2/κsc ≫
". With the adiabatic elimination it is derived as a sufficient
rather than necessary constraint, however numerical simu-
lations demonstrate that if we fix g and " then increase
κsc outside of this regime, the result is slower generation
of the emission mode. This can be understood in terms of
overdamped harmonic oscillation. If we consider the simple
case with the nonlinearity unpumped ["(t) = 0] and a photon
pair âh, âe in the MC, the Heisenberg equation of motion for
the heralding mode is

¨̂ah + κsc

2
˙̂ah + g2âh = 0. (11)

We see that κsc gives the damping rate of âh, and it is this
damping that heralds the creation of âe. If κsc grows too large
we enter an overdamped regime, slowing the rate of production
of âe.

After the output from the SC has been detected, we cease
pumping χ (2,n), leaving the âe mode stored in the MC for later
on-demand retrieval. Note that in our model we assumed no
loss in the emission mode and therefore perfect storage, in
reality the photon readout needs to happen within the cavity
lifetime.

B. Readout

To release the âe mode stored in the MC, we can tune
ωsc(t) = ωe, allowing the photon to couple into the SC and
be emitted [31]. Furthermore, we can control the strength of
this interaction with the detuning '(t) := ωsc(t) −ωe. To see
this we consider the system in Fig. 2 with χ (2,n) unpumped
("(t) = 0), a single âe mode in the MC, and no âh mode. In
a frame rotating at ωeâ

†
eâe + ωeb̂

†b̂, the system Hamiltonian
and decoherence operators are then

H = !'(t)b̂†b̂ + !g(âeb̂
† + â†

e b̂), L = √
κscb̂. (12)

To simplify the picture we adiabatically eliminate the strongly
damped b̂ mode using the same method as in Appendix. The
result is a system in terms of the âe mode only, which has
Hamiltonian and decoherence operator

Ĥ = 2!g2'(t)â†
eâe,

L̂ =

√
2g2κsc

4'(t)2 + κ2
sc

âe.
(13)

The only assumption required in deriving (13) is that κ2
sc ≫ g2,

which follows from the κsc ≫ g needed in Sec. III A. The
Hamiltonian leads to an oscillation in phase, which may be
neglected for our purposes, and so we see that the net effect of
the SC in this regime is to provide a loss channel for âe whose
strength depends on the detuning '(t).

013828-3
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Introduction

I also discuss the problem of finding the quantum filter for a system driven
by a single photon state |1ξ〉.

HD

wavepacket system homodyne

detection

measurement

signal
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Background Some Quantum Mechanics

Some Quantum Mechanics

A little history

Black body radiation (Plank)

Photoelectric effect (Einstein)

Atomic quantization (Bohr)

Quantum probability (Born)

Spontaneous and stimulated emission of light (Einstein)

Matter waves (De Broglie)

Matrix mechanics, uncertainty relation (Heisenberg)

Wave functions (Schrodinger)

Entanglement (EPR)

Axiomatization, quantum probability (von Neumann)
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Background Some Quantum Mechanics

Non-commuting observables

[Q,P] = QP − PQ = i~ I

Expectation

〈Q〉 =

∫
q|ψ(q, t)|2dq

Heisenberg uncertainty

∆Q∆P ≥ 1

2
|〈i [Q,P]〉| =

~
2

Schrodinger equation

i~
∂ψ(q, t)

∂t
= − ~2

2m

∂2ψ(q, t)

∂q2
+ V (q)ψ(q, t)
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Background Quantum Stochastic Models

Quantum Stochastic Models

Recall that an open quantum system is a system interacting with an
external environment. A basic example is an atom in an electromagnetic
field.

vacuum emitted photon

atom

We now describe dynamical models for open quantum systems in terms of
quantum stochastic models in continuous time. Upon integration and
expectation, these models yield quantum operation descriptions.
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Background Quantum Stochastic Models

Quantum stochastic models describe open systems with inputs and
outputs.

4

acting on a Hilbert space H (as in subsection III-A), called
the initial space). The partially transmitting mirror affords the
opportunity for this mode to interact with an external free
field, represented by a quantum stochastic process b(t) (to be
discussed shortly). When the external field is in the vacuum
state, energy initially inside the cavity mode may leak out, in
which case the cavity system is a damped harmonic oscillator,
[8].

isolator

input beam

beam
output

partially
transmitting
mirror

reflecting
mirror

cavity

B

B̃

Fig. 4. A cavity consists of a pair of mirrors, one of which is perfectly
reflecting (shown solid) while the other is partially transmitting (shown
unfilled). The partially transmitting mirror enables the light mode inside the
cavity to interact with an external light field, such as a laser beam. The external
field is separated into input and output components by a Faraday isolator.

a

B

B̃

Fig. 5. A simplified representation of the cavity from Figure 4 which omits
the Faraday isolator. It shows input B and output B̃ fields and the cavity mode
annihilation operator a. This representation will be used for the remainder of
this paper.

Quantization of a (free) electromagnetic field leads to an
expression for the vector potential

A(x, t) =

�
κ(ω)[b(ω)e−iωt+iωx/c + b∗(ω)eiωt−iωx/c]dω,

for a suitable coefficients κ(ω), and annihilation operators
b(ω). Such a field can be considered as an infinite collec-
tion of harmonic oscillators, satisfying the singular canonical
commutation relations

[b(ω), b∗(ω�)] = δ(ω − ω�),

where δ is the Dirac delta function.
An optical signal, such as a laser beam, is a free field

with frequency content concentrated at a very high frequency
ω0 ≈ 1014 rad/sec. The fluctuations about this nominal
frequency can be considered as a quantum stochastic process
consisting of signal plus noise, where the noise is of high
bandwidth relative to the signal. Indeed, a coherent field is
a good, approximate, model of a laser beam, and can be
considered as the sum b(t) = s(t) + b0(t), where s(t) is a

signal, and b0(t) is quantum (vacuum) noise. Such “signal
plus noise” models are of course common in engineering.

The cavity mode-free field system has a natural input-output
structure, where the free field is decomposed as a superposition
of right and left traveling fields. The right traveling field
component is regarded as the input, while the left traveling
component is an output, containing information about the
cavity mode after interaction. The interaction facilitated by
the partially transmitting mirror provides a boundary condition
for the fields. The two components can be separated in the
laboratory using a Faraday isolator. This leads to idealized
models based on rotating wave and Markovian approxima-
tions, where, in the time domain, the input optical field (when
in the ground or vacuum state) is described by quantum white
noise b(t) = b0(t) [8, Chapters 5 and 11], which satisfies the
singular canonical commutation relations

[b(t), b∗(t�)] = δ(t − t�). (5)

In order to accommodate such singular processes, rigorous
white noise and Itō frameworks have been developed, where in
the Itō theory one uses the integrated noise, informally written

B(t) =

� t

0

b(s)ds.

The operators B(t) are defined on a particular Hilbert space
called a Fock space, F, [21, sec. 19]. When the field is in the
vacuum (or ground) state, this is the quantum Wiener process
which satisfies the Itō rule

dB(t)dB∗(t) = dt

(all other Itō products are zero). Field quadratures, such as
B(t) + B∗(t) and −i(B(t) − B∗(t)) are each equivalent
to classical Wiener processes, but do not commute. A field
quadrature can be measured using homodyne detection, [8,
Chapter 8].

The cavity mode-free field system can be described by the
Hamiltonian

H = ∆a∗a − i�
�

k(ω)(a∗b(ω) − b∗(ω)a)dω, (6)

where the first term represents the self-energy of the cavity
mode (the number ∆ is called the “detuning”, and represents
the difference between the nominal external field frequency
and the cavity mode frequency), while the remaining two terms
describe the energy flow between the cavity mode and the
free field (a photon in the free field may be created by a
loss of a photon from the cavity mode, and vice versa). This
Hamiltonian is defined on the composite Hilbert space, the
tensor product H⊗F; the tensor product is not written explicitly
in the expression (6).

The Schrödinger equation for the cavity-free field system is
derived from (6) under certain assumptions [8], and is given
by the Itō quantum stochastic differential equation (QSDE)

dV (t) = {√γadB∗(t) −√
γa∗dB(t)

−γ
2
a∗adt − i∆a∗adt}V (t), (7)

with vacuum input and initial condition V (0) = I , so that
V (t) is unitary. The complete cavity mode-free field system

cavity modeexternal free field with 
input and output components

Quantum systems with inputs and outputs

22

Sunday, 3 October 2010
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Background Quantum Stochastic Models

Quantum fields (boson)

Infinitely many quantum oscillators b(t) (or b(x) or b(ω))

Singular commutation relations

[b(t), b∗(t ′)] = δ(t − t ′)

Quantum stochastic representation

B(t) =

∫ t

0
b(s)ds

Ito product rule
dB(t)dB∗(t) = dt
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Background Quantum Stochastic Models

An open quantum system is specified by the triple

(S , L,H)

Schrodinger equation

dU(t) = {LdB∗(t)− L∗dB(t)− (
1

2
L∗L + iH(u))dt}U(t)

where B(t) is a quantum Wiener process.
[Hudson-Parthasarathy (1984), Gardiner-Collett (1985)]

System operators X and output field B̃(t) evolve in the Heisenberg picture:

X (t) = jt(X ) = U∗(t)(X ⊗ I )U(t)

B̃(t) = U∗(t)(I ⊗ B(t))U(t)
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Background Quantum Stochastic Models

Dynamics for X (t) = jt(X )—a quantum Markov process (given u)—and
output measurement signal Y (t) (homodyne detection, for example):

djt(X ) = jt(L
u(t)(X ))dt + dB∗(t)jt([X , L]) + jt([L∗,X ])dB(t)

dY (t) = jt(L + L∗)dt + dB(t) + dB∗(t)

where

L u(X ) = −i [X ,H] +
1

2
L∗[X , L] +

1

2
[L∗,X ]L

Measurement of the output field (e.g. amplitude quadrature observables)

Y (t) = B̃(t) + B̃∗(t)

filterHD

measurement

signal
estimatessystem

detector

input output
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Background Quantum Stochastic Models

Conditional expectation
Let X commute with a commutative subspace C . The conditional
expectation

X̂ = π(X ) = E[X |C ]

is the orthogonal projection of X ∈ A onto C .

X̂ is the minimum mean square estimate of X given C .

By the spectral theorem, X̂ is equivalent to a classical random variable.
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Background Quantum Stochastic Models

Probe model for quantum measurement

measurement model

outcomes 

(numbers)

system probe

Information about the system is transferred to the probe.

Quantum conditional expectation is well defined.

The von Neumann “projection postulate” is a special case.

In continuous time, this leads to quantum filtering.

Matt James (ANU) Photon Engineering 18 / 63



Background Quantum Stochastic Models

Quantum conditional expectation

πt(X ) = E[jt(X )|Y (s), 0 ≤ s ≤ t]

Quantum filter [stochastic Schrodinger equation]

dπt(X ) = πt(L
u(t)(X ))dt

+(πt(XL + L∗X )− πt(X )πt(L + L∗))(dY (t)− πt(L + L∗)dt)

[Belavkin (1993), Carmichael (1993)]

Matt James (ANU) Photon Engineering 19 / 63



Background Quantum Stochastic Models

Open quantum harmonic oscillator

Single oscillator a interacting with field b(t) - energy exchange:

Hint = i
√
γ(b∗(t)a− a∗b(t))

Dynamics (Ito form) [more to come on this]

dU(t) = {√γadB∗(t)−√γa∗dB(t)

−γ
2
a∗adt − iωa∗adt}U(t),

Motion of oscillator mode a(t) = U∗(t)aU(t)

da(t) = −(
γ

2
+ iω)a(t)dt −√γ dB(t)

The commutation relations are preserved

[a(t), a∗(t)] = [a, a∗] = 1
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Background Quantum Stochastic Models

The output field Bout(t) = U∗(t)B(t)U(t) is given by

dBout(t) =
√
γ a(t) + dB(t)

4

acting on a Hilbert space H (as in subsection III-A), called
the initial space). The partially transmitting mirror affords the
opportunity for this mode to interact with an external free
field, represented by a quantum stochastic process b(t) (to be
discussed shortly). When the external field is in the vacuum
state, energy initially inside the cavity mode may leak out, in
which case the cavity system is a damped harmonic oscillator,
[8].
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input beam

beam
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mirror

reflecting
mirror

cavity

B

B̃

Fig. 4. A cavity consists of a pair of mirrors, one of which is perfectly
reflecting (shown solid) while the other is partially transmitting (shown
unfilled). The partially transmitting mirror enables the light mode inside the
cavity to interact with an external light field, such as a laser beam. The external
field is separated into input and output components by a Faraday isolator.

a

B

B̃

Fig. 5. A simplified representation of the cavity from Figure 4 which omits
the Faraday isolator. It shows input B and output B̃ fields and the cavity mode
annihilation operator a. This representation will be used for the remainder of
this paper.

Quantization of a (free) electromagnetic field leads to an
expression for the vector potential

A(x, t) =

�
κ(ω)[b(ω)e−iωt+iωx/c + b∗(ω)eiωt−iωx/c]dω,

for a suitable coefficients κ(ω), and annihilation operators
b(ω). Such a field can be considered as an infinite collec-
tion of harmonic oscillators, satisfying the singular canonical
commutation relations

[b(ω), b∗(ω�)] = δ(ω − ω�),

where δ is the Dirac delta function.
An optical signal, such as a laser beam, is a free field

with frequency content concentrated at a very high frequency
ω0 ≈ 1014 rad/sec. The fluctuations about this nominal
frequency can be considered as a quantum stochastic process
consisting of signal plus noise, where the noise is of high
bandwidth relative to the signal. Indeed, a coherent field is
a good, approximate, model of a laser beam, and can be
considered as the sum b(t) = s(t) + b0(t), where s(t) is a

signal, and b0(t) is quantum (vacuum) noise. Such “signal
plus noise” models are of course common in engineering.

The cavity mode-free field system has a natural input-output
structure, where the free field is decomposed as a superposition
of right and left traveling fields. The right traveling field
component is regarded as the input, while the left traveling
component is an output, containing information about the
cavity mode after interaction. The interaction facilitated by
the partially transmitting mirror provides a boundary condition
for the fields. The two components can be separated in the
laboratory using a Faraday isolator. This leads to idealized
models based on rotating wave and Markovian approxima-
tions, where, in the time domain, the input optical field (when
in the ground or vacuum state) is described by quantum white
noise b(t) = b0(t) [8, Chapters 5 and 11], which satisfies the
singular canonical commutation relations

[b(t), b∗(t�)] = δ(t − t�). (5)

In order to accommodate such singular processes, rigorous
white noise and Itō frameworks have been developed, where in
the Itō theory one uses the integrated noise, informally written

B(t) =

� t

0

b(s)ds.

The operators B(t) are defined on a particular Hilbert space
called a Fock space, F, [21, sec. 19]. When the field is in the
vacuum (or ground) state, this is the quantum Wiener process
which satisfies the Itō rule

dB(t)dB∗(t) = dt

(all other Itō products are zero). Field quadratures, such as
B(t) + B∗(t) and −i(B(t) − B∗(t)) are each equivalent
to classical Wiener processes, but do not commute. A field
quadrature can be measured using homodyne detection, [8,
Chapter 8].

The cavity mode-free field system can be described by the
Hamiltonian

H = ∆a∗a − i�
�

k(ω)(a∗b(ω) − b∗(ω)a)dω, (6)

where the first term represents the self-energy of the cavity
mode (the number ∆ is called the “detuning”, and represents
the difference between the nominal external field frequency
and the cavity mode frequency), while the remaining two terms
describe the energy flow between the cavity mode and the
free field (a photon in the free field may be created by a
loss of a photon from the cavity mode, and vice versa). This
Hamiltonian is defined on the composite Hilbert space, the
tensor product H⊗F; the tensor product is not written explicitly
in the expression (6).

The Schrödinger equation for the cavity-free field system is
derived from (6) under certain assumptions [8], and is given
by the Itō quantum stochastic differential equation (QSDE)

dV (t) = {√γadB∗(t) −√
γa∗dB(t)

−γ
2
a∗adt − i∆a∗adt}V (t), (7)

with vacuum input and initial condition V (0) = I , so that
V (t) is unitary. The complete cavity mode-free field system

cavity modeexternal free field with 
input and output components

Quantum systems with inputs and outputs
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Background Quantum Stochastic Models

The amplitude quadrature

Q(t) = B(t) + B∗(t)

is self-adjoint, and commutes with itself at different times
([Q(t),Q(s)] = 0), and so by the spectral theorem it turns out that Q(t)
is equivalent to a classical Wiener process (with respect to the vacuum
state).

The phase quadrature

P(t) = −i(B(t)− B∗(t))

which is also equivalent to a classical Wiener process, but note that
[Q(t),P(t)] 6= 0.
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Background Quantum linear system

Quantum linear system

˙̆a(t) = Aă(t) + BSb̆ (t) , ă(t0) = ă,

b̆out (t) = Că(t)dt + Sb̆ (t)

where

ă =

[
a
a]

]
, b̆(t) =

[
b(t)
b(t)]

]

is a vectors of system (mode) and field annihilation/creation operators,
and A, B and C depend on physical parameters (Hamiltonian, field
couplings, channel scattering):

S = ∆ (S−, 0) ,C = ∆ (C−,C+) ,B = −C [,A = −1

2
C [C − iJnH.
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Background Quantum linear system

Notation:

∆ (U,V ) =

[
U V
V# U#

]
, J =

[
I 0
0 −I

]
,

X [ = JX †J

Transfer function G has the form

G = ∆(G−,G+)

and satisfies
G (ω)[G (ω) = G (ω)G (ω)[ = I

This characterizes physical realizability.
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Background Quantum linear system

Gaussian Mode States

Annihilation operator a, commutation relations [a, a∗] = 1.
Characteristic function for zero mean Gaussian:

E[exp(iz∗a + iza∗)] = exp(
1

2
n(n + 1)|z |2 + m∗z2 + m(z∗)2)

where
n = n∗ ≥ 0, |m|2 ≤ n(n + 1)

Second moments

E[aa∗] = n + 1 E[aa] = m

E[a∗a∗] = m∗ E[a∗a] = n
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Background Quantum linear system

Gaussian Field States
Annihilation operator b(t), commutation relations [b(t), b∗(s)] = δ(t − s).

B(f ) =

∫
f ∗(t)b(t)dt =

∫
f ∗(t)dB(t)

Characteristic function

E[exp(iB(f ) + iB∗(f ))]

= exp(−1
2〈f |(2N + 1)f 〉 − 1

2〈Mf |f ∗〉 − 1
2〈f ∗|Mf 〉)

N and M are operators on H = L2 such that N = N∗ ≥ 0,
|M|2 ≤ N(N + 1), and [N,M] = 0.

Second moments

E[B(f )B∗(g)] = 〈f |Ng〉+ 〈f |g〉, E[B(f )B(g)] = 〈Mf |g∗〉
E[B∗(f )B∗(g)] = 〈f ∗|Mg〉, E[B∗(g)B(f )] = 〈f |Ng〉
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Absorption and Emission of Photons

Absorption and Emission of Photons

Consider a cavity driven by a field b(t) in a single photon state |1ξ〉

ȧ(t) = −γ
2
a(t)−√γ b(t)

bout(t) =
√
γ a(t) + b(t)

Solving for the cavity mode we have

a(t1) = e−
γ
2
t1a0 −

√
γ

∫ t1

t0

e−
γ
2
(t1−s)b(s)ds

The cavity number operator is

n(t1) = a∗(t1)a(t1)
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Absorption and Emission of Photons

Mean occupation in steady state, resulting from a pulse on (−∞, 0]:

E [n(0)] = 〈n(0)〉 = 〈01ξ|n(0)|01ξ〉

This may be computed as follows

a(t1)|0〉|1ξ〉 = e−
γ
2
t1a0|0〉|1ξ〉 −

√
γ

∫ t1

t0

e−
γ
2
(t1−s)b(s)ds|0〉|1ξ〉

= 0−√γ
∫ t1

t0

e−
γ
2
(t1−s)b(s)ds|0〉S

∫ ∞

−∞
ξ(r)b∗(r)dr |0〉F

= −|0〉S
√
γ

∫ t1

t0

∫ ∞

−∞
e−

γ
2
(t1−s)ξ(r)b(s)b∗(r)dsdr |0〉F

= −|0〉S
√
γ

∫ t1

t0

∫ ∞

−∞
e−

γ
2
(t1−s)ξ(r)(b∗(s)b(r) + δ(s − r))dsdr |0〉F

= 0− |0〉S
√
γ

∫ t1

t0

e−
γ
2
(t1−r)ξ(r)ds|0〉F

Note the convolution.
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Absorption and Emission of Photons

Now suppose that the pulse is a rising exponential tuned to the cavity
dynamics:

ξ(t) =

{
−√γ e γ2 t t ≤ 0

0 t > 0
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We then have for t0 → −∞, t1 = 0,

E [n(0)] = 1

The corresponds to perfect absorption: the cavity contains exactly one
photon.
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Absorption and Emission of Photons

The transfer function from the input to the output field is

Ξ(s) =
s − γ

2

s + γ
2

Stable pole s = −γ
2

Unstable zero: s = γ
2

Ξ(
γ

2
) = 0

The inverse Laplace transform of

ξ(s) =
1

s − γ
2

is the rising exponential

ξ(t) = e
γ
2
t , −∞ < t ≤ 0.
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Absorption and Emission of Photons

The output response is

ξout(s) =
s − γ

2

s + γ
2

1

s − γ
2

=
1

s + γ
2

or
ξout(t) = 0, −∞ < t ≤ 0,

and
ξout(t) = e−

γ
2
t 0 ≤ t < +∞

Decaying exponential (for t > 0).
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Cavity has emitted photon to ambient environment - emission.
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Zero Dynamics Principle

Zero Dynamics Principle

Energy balance identity:
∫ t

t0

b†out(s)bout(s)ds + a†(t)a(t) =

∫ t

t0

b†in(s)bin(s)ds + a†(t0)a(t0)

In terms of the envelope equations and coherent or photon input states,
∫ t

t0

|βout(s)|2ds + |α(t)|2 =

∫ t

t0

|βin(s)|2ds + |α(0)|2

where

α̇(t) = Aα(t)− C †βin(t)

βout(t) = Cα(t) + βin(t)

If all input energy is stored internally, then we must have

βout(·) = 0

The output pulse is zero (though the output field will be vacuum).
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Zero Dynamics Principle

Now βout(t) = 0 implies

βin(t) = −Cα(t) = −α(t)TCT

and so the internal zero dynamics is

α̇(t) = (A + C †C )α(t) = −A†α(t)

On the time interval (−∞, t1] we have

βin(t) = −αT
1 e
−A](t−t1)CTΘ(t1 − t)

where Θ(·) is the Heavyside step function, and

βout(t) = 0

The input βin(·) is a is a rising exponential.
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Quantum Memory

Quantum Memory

Stores quantum states

For example, optical states temporarily mapped onto atomic states.

Applications include quantum repeaters and other devices in quantum
information systems.

Excellent experimental progress.

[http://archive.nrc-cnrc.gc.ca/eng/news/sims/2010/03/07/qmemory.html]
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Quantum Memory Perfect Quantum Memory using Atomic Ensembles

Perfect Quantum Memory using Atomic Ensembles

Networks of atomic ensembles may be engineered to have tunable
decoherence-free subsystems. 20

b

b

a1

a2

a3a4

Figure 3. The passive linear memory system composed of three large atomic

ensembles, which are trapped in a ring cavity. a1 denotes the cavity mode, while

ak (k = 2, 3, 4) is the annihilation operator approximating the collective lowering

operator of the kth atomic ensemble.

7. Example: Perfect memory network with atomic ensembles

This section is devoted to study a passive linear system composed of atomic ensembles,

which contains a tunable DF component. A numerical simulation will demonstrate how

the input field state is transferred to the memory subsystem and how the input pulse

shape to be engineered for perfect memory looks like.

7.1. The atomic ensembles trapped in a cavity

The system is three large atomic ensembles trapped in a single-mode cavity, depicted in

Fig. 3; a detailed description of the system is found in e.g. [37, 38, 39, 40, 41, 42].

The annihilation operator a1 represents the cavity mode, and ak (k = 2, 3, 4) is

the annihilation operator approximating the collective lowering operator of the kth

ensemble. The internal cavity light field and the kth ensemble interact with each

other through external pulse lasers with Rabi frequencies ωk and ω′
k. The coupling

Hamiltonian is given by

Hac =

√
Nµ

2δ

4∑

k=2

[
a∗

1(ωke
iφkak + ω′

ke
iφ′

ka∗
k) + H.c.

]
, (32)

where φk ∈ [0, 2π) is the laser phase, N is the number of atoms in each ensemble,

µ is the coupling strength, and δ is the detuning. The spontaneous emission of each

atom is negligible for typical atoms such as 87Rb. We also assume that the second and

third ensembles can be manipulated via external magnetic fields, which introduce the

self Hamiltonian Ha = ∆a∗
2a2 − ∆a∗

3a3 with ∆ denoting the tunable strength of the

magnetic field. We here set the parameters as ωk = ω > 0, ω′
k = 0 and φk = π/2 for

k = 2, 3, 4, and define g =
√

Nµω/2δ; then, the total system Hamiltonian is given by

H = Ha + Hac = ∆a∗
2a2 −∆a∗

3a3 + iga∗
1(a2 + a3 + a4)− ig(a∗

2 + a∗
3 + a∗

4)a1

= [a1, a2, a3, a4]

⎡
⎢⎢⎢⎣

0 ig ig ig

−ig ∆ 0 0

−ig 0 −∆ 0

−ig 0 0 0

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

a1

a2

a3

a4

⎤
⎥⎥⎥⎦ = a⊤Ωa.

Combined with input matched pulse shapes designed using the zero
dynamics principle, perfect quantum memories can be realized.

[Yamamoto and James, 2014]
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Quantum Memory Perfect Quantum Memory using Atomic Ensembles

In suitable coordinates this ensemble network is described by a finite
dimensional linear quantum system of the form:

d

dt

[
aB
aM

]
=

[
AB ∆ABM

∆AMB ∆AM

] [
aB
aM

]
−
[
C †B
0

]
bin

bout = CBaB + bin

The mode aM does not appear in the output.
When ∆ = 0 mode aM is decoherence free:

d

dt

[
aB
aM

]
=

[
AB 0
0 0

] [
aB
aM

]
−
[
C †B
0

]
bin

[Yamamoto 2012]
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Quantum Memory Perfect Quantum Memory using Atomic Ensembles

During the write and read stages, ∆ 6= 0 and all modes interact with the
input.

2

(a)  Writing (b)  Storage (c)  Reading

bb
a

M

B

a

a

M

B

a

a

M

B

a

Figure 1. Basic schematic of an ideal quantum memory. aM denotes the mode of the

memory subsystem used for the storage, while aB is the mode of the buffer subsystem,

which transports the input state to (from) the memory subsystem from (to) the optical

field with mode b (b̃). The system structure can be switched from the stage (a) to (b),

or from (b) to (c), by tuning some controllable parameters. In the stage (b), aM is

decoupled from aB and thus the optical field, implying that aM is decoherence free. In

the stages (a) and (c), on the other hand, aM couples to the field for transferring or

retrieving the state.

the memory subsystem is decoupled even from the channel used for transferring an input

state or retrieving the stored state. Hence, the second assumption is that, during the

writing/reading process, the system can be tuned so that the memory subsystem couples

to that transportation channel. That is, the system should be the one that contains a

tunable port switching the opening/closing of the memory subsystem. Indeed this basic

schematic is employed in each specific memory device. In the case of atoms based on

the electromagnetic induced transparency (EIT) effect, an isolated memory subsystem is

served by a set of metastable collective atomic states, and an external control field (with

Rabi frequency ω(t)) can switch ON/OFF of the coupling between the metastable states

and the transportation optical field [1, 2, 3, 4, 15]. We also find successful demonstrations

in optical cavity or optomechanical oscillator arrays [16, 17, 18, 19, 20], where the

switching mechanism is served by adiabatic detuning of the memory subsystem. Note

that, if the system does not contain a tunable switching mechanism, it is generally

impossible to perfectly transfer an unknown state to a memory subsystem (i.e. DF

subsystem) [21].

The above basic schematic is illustrated in Fig. 1. In the writing stage (a), an

input state is sent to the system over an input channel with mode b(t). Let us here

assume that, by devising a “certain nice procedure”, all the input state is transferred

to the memory subsystem with mode aM. We then close the port, and aM becomes

decoherence free. In this storage stage (b), ideally, the memory subsystem can store the

state arbitrarily long time. Finally, in the reading stage (c), by opening again the port

we can retrieve the state at any later time, which is carried over the output channel

with mode b̃(t).

So what is a “certain nice procedure” to achieve the best or hopefully perfect state

transfer? In the typical situation where the transportation channel is given by an optical

field, we can explicitly formulate this problem; that is, the question is what is the optimal

wave packet carrying the input state. This optimization problem is very important and

For storage, ∆ = 0 isolating the mode aM from the input.
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Quantum Memory Perfect Quantum Memory using Atomic Ensembles

By suitably shaping the input pulse

ν(t) =
∑

k

skνk(t)

input field states may be perfectly stored and retrieved from specified
modes of the decoherence free subsystem.

23

(a) (b)

(c)

1 2

3

4(t)

1 2

3

4
0| >

1 2

3

4
0| >

ν

(d)

1 2

3

4

(e)

1 2

3

4

0| >

ν(t)

Figure 4. The memory procedure, realized by the passive linear system composed of

three atomic ensembles trapped in a single-mode cavity. The number k′ indicates the

kth subsystem with mode a′
k. (a) The single photon state is sent through the input

optical field with pulse shape ν′(t), where in this stage the magnetic field is turned on

(∆ ̸= 0). (b) At time t = t1 the system acquires the state s3|0, 0, 1, 0⟩ + s4|0, 0, 0, 1⟩;
that is, the input state is perfectly transferred into the 3rd and 4th nodes. (c) Then the

magnetic field is turned off (∆ = 0) so that the memory subsystem with modes (a′
3, a

′
4)

is decoupled from the buffer subsystem with modes (a′
1, a

′
2) and thus the input-output

optical field; hence it becomes decoherence free and the transferred state is perfectly

preserved. (d) At t = t2 we again set ∆ ̸= 0, and the memory subsystem again couples

to the buffer subsystem and the optical field. (e) The perfect copy appears in the

output field over the pulse ν̃′(t).

photon from the input field to the memory subsystem occurs rapidly only in the last

few period; in fact, almost all the energy of the input pulses ν ′
3(t) and ν ′

4(t) is confined

in this short period. Hence, we need to be very careful to stop the writing process

at the accurate time t1 = 0, because the desired state |0, 0⟩ ⊗ (|1, 0⟩ + |0, 1⟩)/
√

2 is

fragile in the following sense. For instance if we turn off the magnetic field a bit earlier

than t1 = 0, say t1 = κt1/2 = −1, then the whole system’s state generated is roughly

0.1|1, 0, 0, 0⟩+0.1|0, 1, 0, 0⟩+0.52|0, 0, 1, 0⟩+0.4|0, 0, 0, 1⟩ (unnormalized); thus the state

of the memory subsystem becomes a mixed state (unnormalized)

ρ3′4′ = 0.01|0, 0⟩⟨0, 0| +
(
0.52|1, 0⟩+ 0.4|0, 1⟩

)(
0.52⟨1, 0| + 0.4⟨0, 1|

)

due to the decoherence added to the buffer subsystem with nodes (a′
1, a

′
2) during the

storage period. Hence, an interesting future subject is to find a suitable set of parameters

(κ, g, ∆) so that the time-evolutions of the mean photon number become as flat as

possible at the stopping time t1.
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Quantum Memory Perfect Quantum Memory using Atomic Ensembles

Define the vector of rising exponentials

β(t) = e−A
](t−t1)CTΘ(t1 − t)

and α1 = (s1, . . . , sn)T .

Then the input pulse

βin(t) = −αT
1 β(t) =

∑

k

skβk(t)

is perfectly transferred into the memory on the time interval (−∞, t1].

The data may be stored internally on a time interval [t1, t2], and
subsequently perfectly retrieved on [t2,∞).
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Quantum Memory Perfect Quantum Memory using Atomic Ensembles

Pulse amplitude and mean internal photon number during the write stage.
24

-40 -30 -20 -10 0
0

0.1

0.2

0.3

κt/2

p
u

ls
e 

a
m

p
li

tu
d

e

3(t)

4(t)

ν

ν

| |

| |

2

2

<                                    >
<                                    >

-40 -30 -20 -10 0
0

0.1

0.2

0.3

0.4

0.5

κt/2
m

ea
n

 p
h

ot
on

 n
u

m
b
er <                                    >n 1(t)

<                                    >n 2(t)
n 3(t)
n 4(t)

(a) (b)

Figure 5. (a) Time evolutions of the absolute value of ν′
3(t) (red) and ν′

4(t)

(green). (b) Time evolution of the mean photon number at the ith nodes, ⟨n′
i(t)⟩ =

⟨a′
i
∗(t)a′

i(t)⟩. The blue, black, red, and green lines represent the time evolutions of

⟨n′
1(t)⟩, ⟨n′

2(t)⟩, ⟨n′
3(t)⟩, and ⟨n′

4(t)⟩, respectively.

8. Conclusion

Summary and open problems.
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Appendix A. Active memory system

In this paper, we thoroughly study a passive linear system, but there are many systems

containing an active component. In general, for such an active system the energy balance

identity (18) does not hold, hence the zero-dynamics principle does not anymore mean

the perfect energy transfer. Hence, it should be worth doing a case study to see if an

active system could allow perfect state transfer.

Let us consider the following active system:

d

dt

[
a

a∗

]
= −1

2

[
κ −ϵ
−ϵ κ

][
a

a∗

]
−√κ

[
b

b∗

]
.

In optics, this represents the dynamics of an optical parametric oscillator, where ϵ

denotes the squeezing strength [31, 32]. Note that the system becomes passive if ϵ = 0.

The above equation can be explicitly solved:

a∗(t1) = e−κ(t1−t0)/2
[
a(t0) sinh(ϵ(t1 − t0)/2) + a∗(t0) cosh(ϵ(t1 − t0)/2)

]

−√κ
∫ t1

t0

e−κ(t1−s)/2
[
sinh(ϵ(t1 − s)/2)b(s)ds + cosh(ϵ(t1 − t0)/2)b∗(s)ds

]
.
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Wavepacket Transformation

Wavepacket Transformation

Linear optical devices (for example) may be used to shape photon
wavepackets.

input

wavepacket

output

wavepacket
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Wavepacket Transformation

Example: beamsplitter

1

2

ξ−in (t) =

[
ξa(t) 0

0 ξb(t)

]
→ ξ−out(t) =

1√
2

[
ξa(t) ξb(t)
−ξa(t) ξb(t)

]

|Ψin〉 = (B∗
1 (ξa)|0〉)⊗ |0〉+ |0〉 ⊗ (B∗

2 (ξb)|0〉) →

|Ψout〉 =
1

2
(B∗

1 (ξa)B∗
1 (ξb)|0〉)⊗ |0〉+

1√
2

(B∗
1 (ξa)|0〉)⊗ (B∗

2 (ξb)|0〉)

−(1− 1√
2

)(B∗
1 (ξb)|0〉)⊗ (B∗

2 (ξa)|0〉)− 1

2
|0〉 ⊗ (B∗

2 (ξa)B∗
2 (ξb)|0〉)
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Wavepacket Transformation

Multichannel passive case with G+ = 0:

G = ∆(G−, 0)

Matrix of pulse shapes:
ξin = ∆(ξ−in , 0)

where
ξ−in = [ξ−in,jk ]

describes pulse shapes in each channel, and cross-channel superpositions.

Input state
|Ψin〉 = ΠkΣjB

∗
j (ξ−in,jk)|0〉

where ξ−in,jk satisfy a normalization condition.
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Wavepacket Transformation

The output state (stationary) produced by a passive linear quantum
system is given by

|Ψout〉 = ΠkΣjB
∗
j (ξ−out,jk)|0〉

where
ξ−out(ω) = G−(ω)ξ−in(ω)

The output state is again normalized.

The proof involves careful use of stable inverses of linear systems.

[Zhang-James, April 2011]
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Wavepacket Transformation

In general G+ 6= 0 since the linear quantum system may contain active
elements.

Degenerate parametric amplifiers (active devices) produce Gaussian states
|ΦR〉 from the vacuum, characterized by a correlation function R(τ):

|0〉 → |ΦR〉

The states produced from a single photon state are non-trivial:

|1ξ〉 → (B∗(ξ−out)− B(ξ+out))|ΦR〉
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Wavepacket Transformation

So we introduce a class F of pulsed-Gaussian states |Ψ〉 of the form

|Ψ〉 = ΠkΣj(B
∗
j (ξ−jk)− Bj(ξ

+
jk))|ΦR〉

where we write
ξ = ∆(ξ−, ξ+)

States are characterized by a pair

|Ψ〉 ≡ (ξ,R)

that satisfy a normalization condition.
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Wavepacket Transformation

The class F of pulsed-Gaussian states is invariant under the steady state
action of a quantum linear system.

The state transfer is given by

|Ψin〉 ≡ (ξin,Rin) → |Ψout〉 ≡ (ξout ,Rout)

where

ξout(ω) = G (ω)ξin(ω)

Rout(ω) = G (ω)Rin(ω)G (ω)†

Expected values of quadratic forms, field intensities, etc may be explicitly
evaluated.

[Zhang-James, 2011]
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Wavepacket Shaping

Wavepacket Shaping

Given a desired wavepacket shape ξ(·), how do we create a photon with
this shape?

One approach is to modulate the coupling of the system to the field.

Consider the two-level (qubit) system

(S , L,H) = (I , λ(t)σ−, 0)

initially prepared in its excited state | ↑〉, where

λ (t) =
1√∫∞

t |ξ (s)|2 ds
ξ (t) .

Then the desired photon is emitted:

|ψ∞〉 = | ↓〉 ⊗ B† (ξ) |0〉 ≡ | ↓〉 ⊗ |1ξ〉.
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Wavepacket Shaping

In practice, a basic experimental challenge is to create photons on demand
with high efficiency and fidelity. One way to reduce the randomness
inherent in the photon creation process is to use feedback. [Furusawa et al, 2013]MEASUREMENT-BASED GENERATION OF SHAPED SINGLE . . . PHYSICAL REVIEW A 95, 013828 (2017)

FIG. 2. The scheme for shaped single photon generation consists
of two cavities coupled by a semitransparent mirror. MC contains
a χ (2,n) optical nonlinearity, pumped by a coherent field "(t). SC
contains an EOM, which allows us to control its resonant frequency.
MC is perfect while SC allows leakage at a rate κsc, with the output
field continuously monitored by a photodetector.

A. Creation

We first create a single âe photon state in MC by waiting for
a photodetection from SC. An intuitive picture for this follows
from the experiment in Ref. [31]. We tune ωsc(t) = ωh, and
pump the nonlinearity until it generates a photon pair. Since
the âh mode is resonant with the SC it will leak out and be
detected. This heralds that we have a single âe mode in the
MC, and we cease pumping before further pairs are created.
The optimal regime will thus involve ωsc(t) = ωh, g, and κsc

large relative to "(t) to lower the multiphoton components of
the final state in the MC, and κsc ≫ g so that the dynamics of
the coupling do not play a significant role.

Since the detuning |ωh −ωe| is large, we can disregard
coupling of âe into the SC. As the coherent field "(t) is
constant during this stage, we will denote this as ". Moving to a
frame rotating with respect to !ωhâ

†
hâh + !ωeâ

†
eâe + !ωhb̂

†b̂,
the system is described by the Hamiltonian

Ĥ = !"(âhâe + â
†
hâ

†
e) + !g(âhb̂

† + â
†
hb̂), (7)

and loss operator

L̂ = √
κsc b̂. (8)

The aforementioned parameter regime will cause the
dynamics of b̂ and âh to be rapidly damped compared to
those of âe, so we may simplify our picture by performing
an adiabatic elimination [35] of these modes, the details of
which are provided in Appendix. This shows that in the regime
g,κsc ≫ ", κsc ≫ g, and 4g2/κsc ≫ ", the system Eqs. (7)
and (8) are equivalent to a single mode âe evolving under a
Hamiltonian and loss operator:

Ĥ = 0, L̂ = √
γ â†

e, (9)

where

γ = "2κsc

g2
. (10)

If we consider the evolution of Eq. (9) under Eq. (5), we
see that a photodetection from the SC loss channel will
indeed create a single emission mode in the MC. Before this

photodetection, the first term generates deterministic evolution
−dt γ

2 H[â†
eâe]ρ̂, which, provided the system begins in the

vacuum, will have no effect on the dynamics. However, this is
only true in the ideal adiabatic limit. In any experimental im-
plementation the dynamics of b̂ and âh are not instantaneous.
The final state after photodetection will thus be a superposition
of single and multiphoton components, which gets closer to a
single photon as we approach the adiabatic limit.

It may not be immediately clear why we require 4g2/κsc ≫
". With the adiabatic elimination it is derived as a sufficient
rather than necessary constraint, however numerical simu-
lations demonstrate that if we fix g and " then increase
κsc outside of this regime, the result is slower generation
of the emission mode. This can be understood in terms of
overdamped harmonic oscillation. If we consider the simple
case with the nonlinearity unpumped ["(t) = 0] and a photon
pair âh, âe in the MC, the Heisenberg equation of motion for
the heralding mode is

¨̂ah + κsc

2
˙̂ah + g2âh = 0. (11)

We see that κsc gives the damping rate of âh, and it is this
damping that heralds the creation of âe. If κsc grows too large
we enter an overdamped regime, slowing the rate of production
of âe.

After the output from the SC has been detected, we cease
pumping χ (2,n), leaving the âe mode stored in the MC for later
on-demand retrieval. Note that in our model we assumed no
loss in the emission mode and therefore perfect storage, in
reality the photon readout needs to happen within the cavity
lifetime.

B. Readout

To release the âe mode stored in the MC, we can tune
ωsc(t) = ωe, allowing the photon to couple into the SC and
be emitted [31]. Furthermore, we can control the strength of
this interaction with the detuning '(t) := ωsc(t) −ωe. To see
this we consider the system in Fig. 2 with χ (2,n) unpumped
("(t) = 0), a single âe mode in the MC, and no âh mode. In
a frame rotating at ωeâ

†
eâe + ωeb̂

†b̂, the system Hamiltonian
and decoherence operators are then

H = !'(t)b̂†b̂ + !g(âeb̂
† + â†

e b̂), L = √
κscb̂. (12)

To simplify the picture we adiabatically eliminate the strongly
damped b̂ mode using the same method as in Appendix. The
result is a system in terms of the âe mode only, which has
Hamiltonian and decoherence operator

Ĥ = 2!g2'(t)â†
eâe,

L̂ =

√
2g2κsc

4'(t)2 + κ2
sc

âe.
(13)

The only assumption required in deriving (13) is that κ2
sc ≫ g2,

which follows from the κsc ≫ g needed in Sec. III A. The
Hamiltonian leads to an oscillation in phase, which may be
neglected for our purposes, and so we see that the net effect of
the SC in this regime is to provide a loss channel for âe whose
strength depends on the detuning '(t).

013828-3

random MC charging τstore determined by feedback

|—————————|————————————————|
0 τherald Td

Successful charging occurs at at random herald time τherald . If the desired
release time is Td , the user should store the photon energy for a time

τstore = Td − τherald
This is a simple but important example of feedback control.
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Wavepacket Shaping

This experimental setup may be modulated to create photons with desired
wavepacket shapes on demand.

[Lecamwasam, Hush, James, Carvalho 2017]

LECAMWASAM, HUSH, JAMES, AND CARVALHO PHYSICAL REVIEW A 95, 013828 (2017)

Since the output photon is not continuously monitored but
rather used as input to some other system, we are interested in
the behavior described by the master equation Eq. (2):

d

dt
ρ̂e = −2ig2"(t)[â†

eâe,ρ̂e] + 2g2κsc

4"(t)2 + κ2
sc

D[âe]ρ̂e. (14)

For a decaying system ρ obeying the equation of motion

d

dt
ρ̂ = λ(t)D[â]ρ̂, (15)

if the coefficient λ(t) can be controlled arbitrarily, then we
can generate any desired output shape [36]. To achieve this
we define a function ξ (t) such that |ξ (t)|2 gives the desired
temporal profile, with normalization

∫ ∞
−∞ |ξ (t)2|dt = 1. For

the output of the cavity to match this, we require

λ(t) = ξ (t)
√∫ ∞

t
|ξ (t ′)2|dt ′

. (16)

Our system in Eq. (14) approximates that of Eq. (15), with
2g2κsc/(4"(t)2 + κ2

sc) playing the role of λ(t). There are,
however, two differences, the first being that while we can
make the loss rate arbitrarily small by increasing "(t), it
cannot grow larger than 2g2

κsc
, which occurs when "(t) = 0.

To approximate some desired λ(t) we thus choose

"(t) =

⎧
⎨

⎩

1
2

√
2g2κsc

λ(t) − κ2
sc λ(t) < 2g2

κsc
,

0 λ(t) ! 2g2

κsc
,

(17)

with the output pulse shape growing closer to |ξ (t)|2 as the
ratio 2g2

κsc
increases.

The other difference is the time-dependent phase term
−2ig2"(t)a†

eae, which is present in Eq. (14) but not Eq. (15).
This simply rotates the phase of the output field, and should
not have an effect on the pulse shape (though it may need
to be taken into account if the generated pulse will be used
in interference experiments). This is confirmed by numerical
simulations [37– 39] in Fig. 3, which show Gaussian and
rising exponential pulse shapes generated by choosing "(t)
according to Eq. (17). Using Eq. (13), the emission probability
density of a photon from the system is given by

⟨L̂†L̂⟩(t) = 2g2κsc

4"(t)2 + κ2
sc

⟨â†
eâe⟩(t). (18)

IV. GENERATION OF COHERENT-STATE
SUPERPOSITIONS

Figure 4(a) shows the changes in the setup needed to
generate coherent-state superpositions. The nonlinearity is
now degenerate, creating pairs of photons âe, âh at the same
frequency ω but orthogonal polarizations, indicated by the
dashed and solid lines. The pump field has constant amplitude
', which we take to be real. We have a single cavity, MC,
and polarization-sensitive mirrors cause the heralding and
emission modes to be emitted from separate cavity outputs
at rates κh and κe respectively. We also allow for a coherent
field β(t) to be introduced to the cavity. This is zero during
state preparation, and we will later use it to perform feedback
during the storage phase. As in the previous section we choose

FIG. 3. Simulations of Eq. (14) during readout stage, with "(t)
chosen according to Eq. (17) in order to generate (a) Gaussian
and (b) rising exponential pulse shapes. The dashed line shows the
desired temporal profile |ξ (t)|2, while the solid region is the emission
probability density Eq. (18). We begin with a single photon in the âe

mode, and choose parameters g = 100γ and κsc = 10g (with ' = 0
during readout).

parameters so that the dynamics of âh are short lived, and
adiabatically eliminate this mode. Defining

γ = 4'2

κh

(19)

and choosing κe = γ , the loss operators L̂i corresponding to
output immediately after the κi mirror become

L̂e = √
γ âe, L̂h = √

γ â†
e . (20)

We can intuitively understand Eq. (20) by considering what
information a photodetection from each cavity would provide.
Detection of a photon from κe indicates loss of an emission
mode, hence L̂e ∝ âe. A photodetection from κh indicates that
a heralding mode has been emitted. As the modes are created in
pairs, this informs us that there must be a corresponding emis-
sion mode in the MC, and so L̂h ∝ â

†
e in the eliminated regime.

The two cavity outputs differ only by polarization. A wave
plate is used to render them indistinguishable, and they are
interfered through a beam splitter. If only heralded CSS state
generation is required, the two resulting channels may be
monitored by photodetectors. However, later we will discuss
storage of the CSS state with no-knowledge feedback (NKF)
[32]. NKF requires Hermitian decoherence channels and
homodyne measurement. Thus we introduce a relative phase
shift of π

2 , and then direct the outputs towards measurement
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D[âe]ρ̂e. (14)

For a decaying system ρ obeying the equation of motion

d

dt
ρ̂ = λ(t)D[â]ρ̂, (15)
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Detection of a photon from κe indicates loss of an emission
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pairs, this informs us that there must be a corresponding emis-
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†
e in the eliminated regime.

The two cavity outputs differ only by polarization. A wave
plate is used to render them indistinguishable, and they are
interfered through a beam splitter. If only heralded CSS state
generation is required, the two resulting channels may be
monitored by photodetectors. However, later we will discuss
storage of the CSS state with no-knowledge feedback (NKF)
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Single Photon Filtering

Single Photon Filtering

Quantum filtering [Belavkin, 1980’s]

measurement model

outcomes 

(numbers)

system probe

Information about the system is transferred to the probe.

The filtering problem is to use the measurement data Y (s), 0 ≤ s ≤ t to
estimate system variables X at time t ≥ 0.
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Single Photon Filtering

Quantum conditional expectation
X (t) commutes with Y (s), 0 ≤ s ≤ t. The conditional expectation

X̂ (t) = πt(X ) = E[X (t)|Y (s), 0 ≤ s ≤ t]

is well defined.

X̂ (t) is the minimum mean square estimate of X (t) given Y (s), 0 ≤ s ≤ t.

Quantum filter due to V.P. Belavkin - vacuum input |0〉.
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Single Photon Filtering Single Photon Input

Single Photon Input

We now consider the problem of finding the quantum filter if the vacuum
field state |0〉 is replaced by a single photon state |1ξ〉.

HD

wavepacket system homodyne

detection

measurement

signal
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Single Photon Filtering Single Photon Master Equation and Filter

Single Photon Master Equation and Filter

[Gough, James, Nurdin]

Single photon field state:

|1ξ〉 = B†(ξ)|0〉

The basic action of the annihilation operator is

b(t)|1ξ〉 = ξ(t)|0〉

Cross expectations

$jk
t (X ) = Ejk [jt (X )] = 〈ηφj |A|ηφk〉

φj =

∣∣∣∣
|0〉, j = 0;
|1ξ〉, j = 1.

}
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Single Photon Filtering Single Photon Master Equation and Filter

Using the quantum stochastic calculus, we can derive the master equation

$̇11
t (X ) = $11

t (LX ) +$01
t (S†[X , L])ξ∗(t)

+$10
t ([L†,X ]S)ξ(t) +$00

t (S†XS − X )|ξ(t)|2

$̇10
t (X ) = $10

t (LX ) +$00
t (S†[X , L])ξ∗(t)

$̇01
t (X ) = $01

t (LX ) +$00
t ([L†,X ]S)ξ(t)

$̇00
t (X ) = $00

t (LX )

In contrast to the vacuum case, this is a system of coupled equations.
[Gheri, et al, 1998]
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Single Photon Filtering Single Photon Master Equation and Filter

We wish to determine the single photon conditional expectation

π11t (X ) = Eηξ[X (t)|Y (s), 0 ≤ s ≤ t]

Signal model: a two-level system initial state ρa = | ↑〉〈↑ | (excited state)

(SM , LM ,HM) = (I , λ (t)σ−, 0)

7

The main feature here is that the di↵erential equation for
expectations $jk depends on lower order $jk, allowing
us to solve for $11 inductively. Likewise, defining the
traceclass operators %jk via

tr
�
%jk(t)†X

 
= $jk

t (X), (21)

we obtain a system of equations

%̇11(t) = L?%11(t) +[S⇢01(t), L†]⇠(t) +[L, %10(t)S†]⇠⇤(t)

+ (S⇢00(t)S† � %00(t))|⇠(t)|2,
%̇10(t) = L?%10(t) + [S⇢00(t), L†]⇠(t),

%̇01(t) = L?%01(t) + [L, %00(t)S†]⇠⇤(t),

%̇00(t) = L?%00(t), (22)

with

%11(0) = %00(0) = |⌘ih⌘|, %10(0) = %01(0) = 0.

Note %jk(t)† = %kj(t).

C. An Input-Output Model of Single Photon
Signal Generation

In section III E we will set up a general technique for
deriving the filtering equations for situations including
the single photon input field. It is possible to give an
alternate derivation in this case motivated by the idea
of using a pre-interaction preparation where a vacuum
input is first passed through a fixed system in order to
generate the one photon field. Our motivation for consid-
ering such a scenario stems from statistical and engineer-
ing modelling where it is common practice to use ‘signal
generating filters’ [38] driven by white noise to represent
colored noise. Analogously, in this section, we construct
a quantum signal generating filter M = (SM , LM , HM ).
Cascading the single photon generating filter M with the
quantum system G we wish to probe, Figure 5, we cre-
ate an extended system. Because this extended system
GT = G / M is driven by vacuum, the master equation
and quantum filter follow from the known vacuum case
upon substitution of the parameters for the cascade sys-
tem (Section III E). We stress that the signal generation
model here (and in Section IV C for the case of a system
driven by a superposition of continuous-mode coherent
states) serves only as a convenient theoretical mathemat-
ical device to derive the quantum filtering (or stochastic
master) equations. It is not suggested that single pho-
tons with a given wavepacket shape are to be generated
in practice with physical devices that implement this par-
ticular generator.

The idea behind the signal generating filter M is sim-
ple. We take the filter to be a two level atom initially
prepared in its excited state | "i. The interaction with
the vacuum input is taken to be

(SM , LM , HM ) = (I, � (t)��, 0) , (23)

signal
model

HD
measurement
signal

white
noise

vacuum

detector

FIG. 5. An ancilla system M is used to model the e↵ect of
the single photon state for B(t) on the system G.

which means that at some stage the atom decays into
its ground state | #i creating a single photon in the out-
put. The mechanism for producing the single photon is
therefore spontaneous emission due to the coupling to
the vacuum fluctuations. Here �� is the lowering oper-
ator from the upper state | "i to the ground state | #i.
The Schrödinger equation for | ti = V (t)| "i ⌦ |0i then

becomes d| ti =
h
� (t)��dB⇤

t � 1
2 |� (t)|2 �+��dt

i
| ti,

and it is an elementary calculation to see that this has
the exact solution

| ti =
p

w (t)| "i ⌦ |0i + | #i ⌦ B⇤
t (⇠)|0i (24)

where B⇤
t (⇠) =

R t

0
⇠sdB⇤

s , and (to preserve normaliza-

tion) w (t) =
R1

t
|⇠ (s)|2 ds with the complex-valued func-

tion ⇠ (·) related to � (·) by

� (t) =
1p
w (t)

⇠ (t) . (25)

Since w (0) = k⇠k2
= 1, we therefore generate the limit

state

| 1i = | #i ⌦ B† (⇠) |0i ⌘ | #i ⌦ |1⇠i.

Thus the generator model will output the desired sin-
gle photon state |1⇠i provided that we choose the (time-
dependent) coupling strength �(t) according to (25).

D. The Extended System

We now define our extended system as the cascade
system GT = G / M , as in Figure 5, where using the
cascade connection formalism from Section IIG we have

GT = G /M

=

 
S, L +

⇠(t)p
w(t)

S��, H +
⇠(t)p
w(t)

Im(L†S��)

!
.

(26)

Let us denote by Ũ(t) the unitary for the extended
system driven by vacuum for the parameters GT on the
ancilla+system Hilbert space. Specifying an initial state
| "i ⌦ |⌘i ⌦ |0i, we consider the expectation

$̃t(A ⌦ X) = E"⌘0[Ũ
†(t)(A ⌦ X)Ũ(t)], (27)

(here A is an ancilla operator, and X is a system opera-
tor).

The consistency requirement

Eηξ[X (t)] = E↑η0[Ũ†(t)(I ⊗ X ⊗ I )Ũ(t)]

is satisfied for a suitable choice of λ(t) (as discussed earlier).
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Single Photon Filtering Single Photon Master Equation and Filter

Extended system conditional expectation

π̃t(A⊗ X ) = E↑η0[Ũ†(t)(A⊗ X )Ũ(t)|I ⊗ Y (s), 0 ≤ s ≤ t]

Filtering equation is standard, but using parameters for extended system:

d π̃t(A⊗ X ) = π̃t(LGT
(A⊗ X ))dt

+(π̃t(A⊗ XLT + L†TA⊗ X )

−π̃t(LT + L†T )π̃t(A⊗ X ))dW (t),

where dW (t) = dY (t)− π̃t(LT + L†T )dt.
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Single Photon Filtering Single Photon Master Equation and Filter

The single photon conditional expectation is given by

π11t (X ) = π̃t(I ⊗ X )

and may be computed from the single photon quantum filter:

dW (t) = dY (t)− (π11
t (L + L∗) + π01

t (S)ξ(t) + π10
t (S∗)ξ∗(t))dt
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Single Photon Filtering Single Photon Master Equation and Filter

Unconditional and conditional evolution of system number operator
n = σ+σ−.

12

parametrized as

⇠gau(t) =

✓
⌦2

2⇡

◆1/4

exp


�⌦2

4
(t � tc)

2

�
, (56)

where tc specifies the peak arrival time and ⌦ is the fre-
quency bandwidth of the pluse.

Now we wish to calculate the excited state population
of the two level atom as a function of time. Other stud-
ies have only been able to calculate the master equation
evolution of the atomic state [50–53]. In our formalism
this corresponds to propagating the master equations and
taking the expectation

Pe(t) = Tr
⇥
%11(t) |eihe|

⇤
, (57)

where %11(t) is the solution to Eq. (22). In Fig. 8 Eq. (57)
is plotted, the dotted line (red), as a function of time
for a two level atom interacting with a gaussian pulse.
We choose ⌦ = 1.46 which is known to be optimal
for excitation via a single photon in a Gaussian pulse
[50–52]. Our numerics agree with the prior results that
maxt Pe(t) ⇡ 0.8 [50–52].

FIG. 8. The excited state population, Pe, of a two-level atom
interacting with one photon in a Gaussian wavepacket. The
dashed line is the Gaussian wavepacket |⇠(t)|2 with bandwidth
⌦ = 1.46. The dotted (red) line is Pe as calculated by the
master equation. The grey lines are the individual trajecto-
ries Pc

e. The solid line is the ensemble average of sixty four
trajectories plotted with error bars (the shaded light green
region).

However, in our formalism we can also calculate the
conditional state of the system using the quantum fil-
tering equations derived above. The conditional excited
state population is denoted by

Pc
e(t) = Tr

⇥
⇢11(t) |eihe|

⇤
, (58)

where ⇢11(t) is the solution to the filtering equations
Eq. (42) or Eq. (43) for homodyne or photon counting
measurements respectively. In what follows we will fo-
cus on the homodyne measurement filtering equations
i.e. Eq. (42).

In Fig. 8, 64 di↵erent trajectories given by Eq. (58) are
plotted as grey lines. For this particular bandwidth there
is very little spread in the trajectories for t < 3. After
the bulk of the wavepacket has passed, at t = 4, many of
the trajectories start to decay, as evidenced by the many
grey lines below Pc

e = 0.5 for t > 4. Nevertheless there are
a number of trajectories which continue to rise towards
Pc

e = 1 for t > 4. This means in a particular run of
an experiment the atom may become fully excited. Such
behavior can not be seen through the master equation
approach of Refs. [50–53].

It is possible to confirm the consistency of the trajec-
tories with the master equation solution by calculating a
numerical average of the trajectories. We plot the ensem-
ble average of the trajectories as the solid line in Fig. 8
with error bars smeared around this line. The numeri-
cally calculated ensemble average agrees with the master
equation behavior given that a small ensemble was used
to calculate this mean value.

IV. SUPERPOSITION OF COHERENT FIELD
STATES

In this section we turn to the problem of determin-
ing the master equation and the quantum filter for sys-
tems drive by a boson field whose state is a superposition
of continuous-mode coherent states. In section IVA we
describe continuous-mode coherent states and superpo-
sitions of them, as well as the action of the quantum
noises on such states. Section IV B is devoted to the
derivation of the master equation for superpositions of
coherent states. In section IV C we develop a cascaded
system signal model. This model allows us to use the
methodology from Section III, with appropriate changes
due to the nature of the superposition of coherent states,
to derive the filtering equations in section IV D. Then
we give the filter for the case of photon counting in sec-
tion IV E and generalize to mixed input states.

A. Superpositions and Combinations of Coherent
States

Typically single mode coherent states of a field are de-
noted by |↵i. In this paper we shall often refer to a
superposition of continuous-mode coherent states as a
(continuous-mode) cat-state [44, 49]. Formally, the su-
perpositions of continuous-mode coherent states is given
by

| i =
nX

j=1

sj |↵ji, (59)

where |↵ji are coherent states, determined by func-
tions ↵j(t) with ↵j 6= ↵k if j 6= k. The superposi-
tion weights sj are complex numbers such that h | i =P

j,k s⇤jskh↵j |↵ki = 1 (i.e.,  is normalized and is a pure

[Gough, James, Nurdin, 2012]

Matt James (ANU) Photon Engineering 59 / 63



Single Photon Filtering Single Photon Master Equation and Filter

For combinations of single photon and vacuum field states, we use the
field density operator

ρfield =
∑

jk

γkj |φj〉〈φk |

The unconditional expectation can be computed from a sum:

Eηρfield
[X (t)] =

∑

jk

γjk$
jk
t (X )

10

2 × 2 complex matrix

ρa =
∑

jk

γkj |j〉〈k| =

(
γ11 γ10

γ01 γ00

)
(43)

is a density matrix, i.e. ρa ≥ 0, Tr[ρa] = 1. By choos-
ing the coefficients γjk appropriately we can model an
input field that is any combination of single photon and
vacuum. For example: the single photon field is given
by γ11 = 1 and all other coefficients are zero, a superpo-
sition like |ψ〉f = α1 |1ξ〉 + α0 |0〉 is obtained by setting

γ11 = |α1|2, γ10 = α1α
∗
0, γ01 = α0α

∗
1, γ00 = |α0|2; and a

simple mixture is ρfield = η |1〉〈1| + (1 − η) |0〉〈0| where
γ11 = η, γ00 = 1 − η and γ10 = γ01 = 0.

1. The master equation

The expectation &t(X) = 〈X(t)〉 of the system opera-
tor X(t) when the system and field are initialized in the
state |η〉〈η| ⊗ ρfield is given by

&t(X) = Eηρfield
[X(t)] =

∑

jk

γjkEjk[X(t)]

=
∑

jk

γjk&
jk
t (X), (44)

where &jk
t (X) are defined in section II B. While there is

no differential equation for &t(X), it can be computed
from the weighted sum (44), Figure 6. From equation
(44) we see that the density operator for the expectation
&t(X) = tr {ρ(t)X} is given by

ρ(t) =
∑

jk

γkjρ
jk(t), (45)

where the ρjk(t) are the density operators introduced in
section II B.

2. The stochastic master equation

Turning now to the problem of determining the filter,
we again make use of the cascade extended system from
Section II D. Now we have

&jk
t (X) =

&̃t(Qjk ⊗ X)

wjk(t)
, (46)

and so if we define the matrix

R(t) =
∑

jk

γjk

wjk(t)
Qjk, (47)

where wjk(t) and Qjk are as defined in Section IID, we
have (using (46), (44) and (26))

&t(X) = &̃t(R(t) ⊗ X). (48)

master
equations

weighting

FIG. 6. The expectation !t(X) = 〈X(t)〉 of the system op-
erator X(t) when the system and field are initialized in the
state |η〉〈η| ⊗ ρfield may be calculated by weighting the solu-

tions !jk
t (X) from the single photon master equations (18).

Note that the definition (26) of &̃t(R(t)⊗X) involves the
ancilla system initialized in the excited state |e〉 = | ↑〉.

The conditional expectation

πt(X) = Eηρfield
[X(t) | Y (s), 0 ≤ s ≤ t] (49)

corresponding to the field in the state ρfield is related to
the conditional expectation π̃t(A ⊗ X) for the extended
system (see (31)) by the Bayes relation

πt(X) =
π̃t(R(t) ⊗ X)

π̃t(R(t) ⊗ I)
. (50)

Division by the denominator in (50) is needed to ensure
normalization πt(I) = 1. To prove (50), we need to show
that π̃t(R(t) ⊗ X) = π̃t(R(t) ⊗ I)πt(X), or equivalently

E↑η0[π̃t(R(t) ⊗ X)cg(t)] = E↑η0[π̃t(R(t) ⊗ I)πt(X)cg(t)]

for all choice of characteristic functions cg (t). How-

ever, E↑η0[π̃t(R(t) ⊗ X)cg(t)] equals E↑η0[Ũ
†(t)(R(t) ⊗

X ⊗ I)Ũ(t)cg(t)], but by the extended system represen-
tation this is just Eηρfield

[X(t)cg(t)] which in turn equals

Eηρf
[πt(X)cg(t)] ≡ E↑η0[Ũ

†(t)(R(t) ⊗ I)Ũ(t)πt(X)cg(t)]
which establishes the Bayes relation (50).

Since

π̃t(R(t) ⊗ X) =
∑

jk

γjkπ
jk
t (X), (51)

where πjk
t (X) is defined by (33), the desired conditional

expectation may be expressed as

πt(X) =

∑
j,k γjkπ

jk
t (X)

∑
j,k γjkπ

jk
t (I)

. (52)

Again, there is no differential equation for πt(X); in-
stead it is computed from a normalized weighted sum,
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The corresponding conditional expectation is a form of Bayes’ rule:

πt(X ) =
π̃t(R(t)⊗ X )

π̃t(R(t)⊗ I )

where
R(t) =

∑

jk

γjk
wjk(t)

Qjk

for certain wjk(t), Qjk . Then

πt(X ) =

∑
j ,k γjkπ

jk
t (X )

∑
j ,k γjkπ

jk
t (I )

.

11

(52), and the filtering equations (34), Figure 7. The cor-
responding conditional density operator is given by

!(t) =

∑
jk γkj!

jk(t)∑
jk γkjtr {!jk(t)} , (53)

where the conditional quantities !jk(t) may be computed
from the single photon filtering equations (41).

filtering
equations

weighting and
normalization

measurement
signal

FIG. 7. Relationship between the measured signal and the
filtered estimate. The differential equations (34) must be in-

tegrated to compute πjk
t (X). Then depending on the state of

the input field, the probe, these estimates must be weighted
by the appropriate coefficients and normalized as specified in
(52) to produce the desired conditional expectation πt(X).

These expressions allow filtering on any combination
of single photon and vacuum. One notable case it that
of simple mixture of one photon and vacuum (ρprobe =
p |1〉〈1| + (1− p) |0〉〈0|) which is an experimentally accu-
rate model for the output of the SPDC process [1].

H. Example

Here we give an explicit example of the filtering
method derived above to a system driven by a pure single
photon with homodyne measurement of the amplitude
quadrature of the field. We take the system of interest
to be a two-level system (a qubit). In particular, we con-
sider a damped qubit L =

√
κσ− with internal dynamics

given by Hs = ωσz and no scattering i.e. S = I. Here
κ > 0 is a scalar parameter often referred to as the mea-
surement strength and ω is a frequency.

1. The master equation

As there are only two components to the input field
|Ψ〉 we only need to consider a generalized Bloch repre-
sentation of the form

ρjk = (cjkI + xjkσx + yjkσy + zjkσz) (54)

with j, k ∈ {0, 1}. Note that x00, y00, z00 and x11, y11,
z11 are real, while x01, y01, z01 may be complex. For the

master equation the coefficients cjk = 1, we will however
require them later. Also note, for example, tr

{
!00σx

}
=

x00 and tr
{
!01σx

}
= x01∗.

Using equations (21) derived in section II B, we now
compute the generalized Bloch component equations for
the unconditioned evolution of our system. We obtain
nine coupled equations for the nine components:

ẋ00 = −2ωy00 − κ

2
x00,

ẏ00 = 2ωx00 − κ

2
y00,

ż00 = −κ(1 + z00),

ẋ01 = −κ
2
x01 − 2ωy01 −√

κξ(t)∗z00,

ẏ01 = 2ωx01 − κ

2
y01 − i

√
κξ(t)∗z00,

ż01 = −κz01 −√
κx00ξ(t)∗ + i

√
κy00ξ(t)∗,

ẋ11 = −κ
2
x11 − 2ωy11 +

√
κz10ξ(t) +

√
κz01∗ξ(t)∗,

ẏ11 = 2ωx11 − κ

2
y11 + i

√
κz01ξ(t) − i

√
κz01∗ξ(t)∗,

ż11 = −κ− κz11 −√
κx10ξ(t) − i

√
κy10ξ(t)

−√
κx01∗ξ(t)∗ + i

√
κy01∗ξ(t)∗.

These equations must combined using (54) to calculate
relevant quantities.

2. The stochastic master equation

Now we turn our attention to calculating the filter-
ing equations for this example. Recall that cjk = 1 in
the generalized Bloch representation for the master equa-
tion. For the filter, the coefficients cjk are not necessary
unity, though we always have c11 = 1 at all times. How-
ever, unlike the master equation, this will not be so for
c01, c10, c00, as these coefficients will now evolve in time.
Now, substituting our particular choice of (S, L, H) into
equations (34), the quantum filter for the two-level sys-
tem is given by the finite set of coupled equations

III. SUPERPOSITION OF COHERENT FIELD
STATES

In this section we turn to the problem of determin-
ing the master equation and the quantum filter for sys-
tems drive by a boson field whose state is a superposition
of continuous mode coherent states. In section IIIA we
describe continuous-mode coherent states and superpo-
sitions of them, as well as the action of the quantum
noises on such states. Section III B is devoted to the
derivation of the master equation for superpositions of
coherent states. In section III C we develop a cascaded
system signal model. This model allows us to use the
methodology from Section II, with appropriate changes
due to the nature of the superposition of coherent states,
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Other related projects:

Nurdin, James, Yamamoto, Perfect single device absorber of arbitrary
traveling single photon fields with a tunable coupling parameter: A
QSDE approach, CDC 2016.

Yamamoto, Nurdin, James, Quantum state transfer for multi-input
linear quantum systems, CDC 2016.

Li, Carvalho, James, Continuous-mode operation of a noiseless linear
amplifier, PRA 2017.
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Thank you for your attention!
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