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ABSTRACT

The adaptive control of two queues competing for the services of a single server is treated. The arrival rates and service rates are considered constant but unknown. Convergence results for certainty-equivalence type, adaptive control schemes are established. Several possible extensions of the results are discussed briefly.

1. INTRODUCTION

Dynamic control of queueing systems is a subject of great interest presently, due to potential applications in performance evaluation and design of computer and communication networks and systems.

Extensive bibliographies and reviews of queueing control models and strategies can be found in Crable et al [1], Sobel [2], Stidham and Prabhu [3]. Typically, classical queueing theory methods treat static or steady-state models and strategies. Recently examples of dynamic control of queueing systems based on point process models and their relevant theory have been given in studies by Hajek et al [4], Brander [5], Roseberg, Varayya and Wairand [6], and the authors [7] when the queue sizes are not observable.

Quite often in practical applications, the parameter values required in typical stochastic queueing models are not known. For example the arrival rates or the service rates or both may be unknown and should be estimated from current and/or historical data. Thus in practice adaptive control of queues is required, in the sense of designing a control strategy which will be responsive to input and service characteristics as they may change in time. To our knowledge very few adaptive control studies of queueing systems have been undertaken. The present paper analyzes a simple adaptive control problem for two competing queues. The results obtained lead to useful practical strategies and can be interpreted also as parameter sensitivity analysis of optimal control strategies.

The organization of the present paper is as follows. In section 2 we formulate the problem and establish nomenclature. In section 3 our main results on certainty equivalence adaptive control are described. In section 4 a very brief description of a more complete method is given.

\textbf{2. PROBLEM FORMULATION AND NOTATION}

We consider two queues served by the same server in discrete time; thus in computer/communication applications jargon we have "synchronous systems". The time is divided into equal length time slots (which are prespecified), during which arrivals and service completions can occur. We let $t = 0, 1, 2, \ldots$ be the index of the time slots. The situation is depicted in figure 1 below. We let $x_1(t), x_2(t)$
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\caption{The server time allocation problem}
\end{figure}

Customers arrive into queues 1 and 2 according to two independent Bernoulli streams with constant rates $\lambda^1, \lambda^2$ respectively. Thus if we let $n^i_a(t)$,

\begin{equation}
\begin{aligned}
i &= 1, 2 \text{ denote the two arrival processes}, \\
\lambda^i &= \Pr\{n^i_a(t) = 1\}, \ i = 1, 2.
\end{aligned}
\end{equation}

The two queues compete for the services of a server. When the server serves queue $i$, $i = 1, 2$, service completions follow a Bernoulli stream with constant rate $\mu^i$, $i = 1, 2$. Thus if we let $n^i_d(t)$,

\begin{equation}
\begin{aligned}
i &= 1, 2, \text{ denote the two departure processes, their rates are time varying and depend directly on the queue size. Let } x^i_s(t) \text{ be the number of customers in queue } i \text{ during time slot } t, \text{ the customer in service (if any) included. The control to be selected concerns the server time allocation to queue 1 or to queue 2. Namely when } u(t) = 1 \text{ and the server completes a service, the next customer to be served comes from queue 1, while if } u(t) = 0 \text{ the next customer comes from queue 2. With this nomenclature the departure rates}
\end{aligned}
\end{equation}
u^i(t,k,v) = Pr[n^i_d(t-1) = l, n^i_a, n^i_d and u, up to time t, past histories of x^i_1, x^i_2] = \Pr[n^i_d(t) = 1 | x^i_1(t) = k, u(t) = v], i = 1, 2,

Pr[n^i_d(t) = 1 | x^i_1(t) = k, u(t) = v], i = 1, 2,

(2.2)

take the simple form

\mu^1(t,k,v) = \begin{cases} 
\mu^1 v, & \text{if } k \neq 0 \\
0, & \text{if } k = 0
\end{cases}

(2.3a)

\mu^2(t,k,v) = \begin{cases} 
\mu^2(1-v), & \text{if } k \neq 0 \\
0, & \text{if } k = 0
\end{cases}

(2.3b)

We assume that during each time slot at most one arrival and one service can occur when each queue operates alone. We further assume that both queues can grow without bound. This is done so that analytical treatment of the problem becomes possible. When the queues are bounded, e.g. due to finite buffer size in computer/communication systems, the methods used here lead to numerical treatment; analytical solutions are no longer achievable. In the latter case if N^i_1, i = 1, 2, are the maximum queue sizes for each queue, we have additional constraints.

\lambda^i(t,k,v) = \Pr[n^i_a(t) = 1] = \begin{cases} 
1, & \text{if } k \neq 0, \text{ all } t, v, \\
0, & \text{if } k = N^i_1, \text{ all } t, v.
\end{cases}

(2.6)

For further results in the case of bounded queues we refer the reader to [8].

The controller has available (for the purposes of selecting a strategy) both the departure and arrival data (slot by slot). Therefore the controller knows at all times the queue sizes. In [7] we studied the partially observed case where the controller had available only arrival data. The difference here is that the controller does not know the values of the parameters \lambda^i, \mu^i, i = 1, 2. They have to be estimated on the basis of the observed data n^i_a(s), n^i_d(s), s < t, i = 1, 2. We assume that \lambda^i, \mu^i, i = 1, 2, are constant but unknown. We shall consider two cases: a priori information on these parameters is of the form

u^i \in M^i, \lambda^i \in \Lambda^i, i = 1, 2

(2.5)

where (a) M^i, \Lambda^i, are compact intervals or (b) M^i, \Lambda^i are finite sets.

Service is assumed not to be preemptive and server idling is not allowed. The decision slots, i.e. the slots when control values can change, are either service completion slots or arrival slots when the other queue is empty.

The controller performance is evaluated in this paper using two criteria. The first is the long term average cost

J_a = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} c(x(s), u(s))

(2.6)

where c(x(s), u(s)) is the instantaneous cost. The second is the infinite time average discounted cost

J_d = \sum_{k=0}^{\infty} \beta^k c(x(s), u(s))

(2.7)

where \beta \in (0, 1) is the discount factor. In the course of the analysis we will use on occasion finite time average cost

J_f = \sum_{k=0}^{n} c(x(s), u(s)).

(2.8)

In the present paper the instantaneous cost c(x(s), u(s)) will be taken as the instantaneous delay

c(x(s), u(s)) = c_1 x^i_1(s) + c_2 x^i_2(s)

(2.9)

where c_1, c_2 are positive constants modelling the relative weight the controller attaches on delays in queue 1 versus those occuring in queue 2.

At each decision slot the controller must assign the value \gamma or 0 to the control variable u(t) based on the following information:

n^i_a(s), s = 0, 1, 2, ... , t-1, i = 1, 2

n^i_d(s), s = 0, 1, 2, ... , t-1, i = 1, 2

u(s), s = 0, 1, 2, ... , t-1.

To ease notation we shall use the notation

\gamma = \{n^i_a(s), n^i_d(s), s = 0, 1, 2, ... , t, i = 1, 2\}

\gamma = \{u(s), s = 1, 2, ... , t\}.

(2.10)

Thus admissible control strategies \gamma are sequences of functions

\gamma = (\gamma^1, \gamma^2, \ldots)

(2.11)

where

u(t) = g_\gamma(y^{t-1}, u^{t-1})

(2.12)

and each g_\gamma takes values in [0, 1]. Note that at all times the controller knows the queue sizes, since
\[ x_i(t) = n_i^*(t) - n_i^i(t) + x_i(0), \text{ i}=1,2. \] (2.13)

Our objective is to derive optimal strategies which are adaptive. We consider two methods for analyzing adaptive control problems. The first method is usually known as "certainty-equivalence" type, adaptive control. In this method we first solve the stochastic optimal control problem with known parameters \( \lambda^i, \mu^i \). For the costs considered here the optimal strategy is stationary, i.e. \( \gamma = \{ s, s, s, \ldots \} \), where \( s \) depends on the parameter values; that is \( g(s) = g(\theta, x) \), where \( \theta = (\lambda^1, \lambda^2, \mu^1, \mu^2) \). At each time \( t = 1, 2, \ldots \) the controller selects by some method, e.g. maximum likelihood, an estimate of the unknown parameters which we denote by

\[ \hat{\theta}(t) = (\hat{\lambda}^1(t), \hat{\lambda}^2(t), \hat{\mu}^1(t), \hat{\mu}^2(t)). \] (2.14)

He then uses feedback control

\[ u(t) = g(\hat{\theta}(t), x) \] (2.15)

as a good candidate for adaptive control. In this method the analysis is focused on the following questions (problems):

(i) Does \( \lim \hat{\theta}(t) \) exist? In what sense? \( t \rightarrow \infty \)

Characterize the limit.

(ii) If \( \hat{\theta}_0 \) is the true parameter value does

\[ g(\hat{\theta}(t), x) + g(\hat{\theta}_0, x) \text{ as } t \rightarrow \infty \]

Estimate the rate of convergence.

(iii) If \( \hat{\theta}(t) \rightarrow \theta^* \) in some sense, how close is \( J(\theta^*) \)

(i.e. the cost corresponding to \( \theta^* \), which is achieved by the strategy (2.19)), to \( J(\hat{\theta}_0) \)

(i.e. the optimal cost for the true parameter value)?

The second method treats the adaptive control problem as a stochastic control problem with partial observations. In this method \( \lambda^i, \mu^i, i = 1, 2 \), are treated as additional state processes which are unobserved however. Since they are constant they have trivial transition probability matrices. We then apply stochastic control methodology for partially observed Markov chains \([7] \rightarrow [11]\) and obtain the optimal control strategy. The resulting strategy is of course adaptive by construction.

The consideration of infinite time and long term average costs is crucial for the first method only. The second method can be applied in principle for any cost, provided the problem is well posed. However, there is tremendous difference between the two methods, both in off line and on line computations. The second method, although straightforward, will be unfeasible numerically for the general case. Furthermore the first method suggests simple, practical, implementable control strategies. Finally, convergence rates and estimates cannot be computed in general for nonstationary strategies. An important part of the analysis is the comparison of the "optimal" costs achieved by the two methods in order to assess the first (more intuitive) method versus the global optimal performance provided by the second. Work on this latter subject is in progress and will be reported elsewhere.

3. "CERTAINTY-EQUIVALENCE" ADAPTIVE CONTROL

In this section we analyze fully the adaptive control problem posed in the previous section by the so called "certainty-equivalence" method. For the analysis that follows it is important to display explicitly the probabilistic model for the queues and in particular its dependence on the unknown parameters.

The queueing model is identical to the one developed in [7]; we shall therefore be brief. Due to our assumptions the two queues are independent, modulo the coupling provided by the control strategy. The transition probabilities for each queue modeled as a Markov chain with countable state space \( I \), the nonnegative integers, are given by (see [7] for details):

\[ P_{j,j}^i(v) = \lambda^i(1-v^i(j,v)) \]

\[ P_{j,j+1}^i(v) = \lambda^i(1-\mu^i(j,v)) \]

\[ P_{j,j-1}^i(v) = (1-\lambda^i)\mu^i(j,v) \]

\[ P_{j,k}^i = 0 \text{ elsewhere} \]

\( i = 1, 2 \)

where we have suppressed the time argument, since it does not enter explicitly. In view of (2.4) (2.5), letting

\[ b^1 = \lambda^1(1-\mu^1) \quad b^2 = (1-\mu^2)\lambda^2 \]

\[ d^1 = \mu^1(1-\lambda^1) \quad d^2 = \mu^2(1-\lambda^2) \]

(3.2) reduce to

\[ (3.1) \]
The transition probability matrix for the Markov chain representing both queues is given by

\[
P(v) = P^1(v) \otimes P^2(v), \text{ for all } v
\]

where \(\otimes\) indicates matrix tensor product. It is straightforward to establish that for any value of the control variable \(v\) (i.e., 0 or 1), \(P(v)\) will not be a block diagonal matrix and therefore any state will communicate with any other. That is, \(P(v)\) is irreducible [12, p. 232] for each value of \(v\). There are no absorbing states for any value of \(v\). We assume that the values of \(\lambda^i, \mu^i\), are such that the Markov chain corresponding to each queue when operated alone consists of a single ergodic class. This condition can be expressed as a stability condition on the matrices \(P^1(1)\) in (3.3a) and \(P^2(0)\) in (3.4b) above. Thus our assumption becomes

\[
\lambda^i/\mu^i < 1, \ i = 1, 2.
\]

This assumption is quite weak and will be satisfied by many practical systems. We shall consider only strategies such that

"\(P(v)\) in (3.5) corresponds to a single ergodic class"

Following the steps described in section 2 we consider first the stochastic control problem when the parameters \(\lambda^i, \mu^i, \ i = 1, 2\) are known. This problem can be thought of as a priority assignment problem in a multiple class queue [1] and has been investigated by several people in the past. To our knowledge all previous work has been directed at the continuous time problem. Thus Cox and Smith [13, p. 77] considered priority assignment in a single server queue with \(k\) classes, with arrivals modelled by independent Poisson streams with rates \(\lambda^1, \ldots, \lambda^k\). Service times of different classes were modelled by independent random variables with probability distribution function \(b_j(\cdot)\) for the \(j\)th class. The waiting cost per unit time for class \(i\) was denoted by \(c_i^e\). The cost considered in [13] was average waiting time per unit time (i.e., \(E[\text{in equation (2.10)]. The admissible strategies were open loop; that is the controller could not use current information, such as queue size, at each decision epoch. The optimal open loop strategy derived in [13] is the so-called "\(\mu^e\) rule". Specifically if \(\mu^e, i = 1, \ldots, k\), denotes the inverse of the first moment of \(B_i(\cdot)\) (i.e., \(\mu^e = \frac{1}{v_i}\)), where \(v_i = \text{average service time for the } i\text{th class}, \text{optimal priority assignment ranks classes according to the value of the product } \mu^e c_i^e, \ i = 1, 2, \ldots, k\); the classes with higher "\(\mu^e\) values" given higher priority. Rykov and Lambert [14] and Kakalik [15] proved that the same open loop "\(\mu^e\) rule" was optimal even among all feedback rules, which allowed the controller knowledge of queue size at each decision epoch only. That is in [14] dynamic priority assignment was analyzed for average waiting cost per unit time (see Eq. (2.10)), where \(u(t)\) could be a function of \(x^1(t-1), x^2(t-1), \ldots, x^k(t-1)\) which were assumed to be known to the controller. In [13] and [15] queues without bounds were considered. The rest of the model was identical to that treated in [13]. What is interesting
in this result is that the optimal stationary policy does not depend on the arrival rates.

Harrison [16], [17], investigated the same model with the objective of maximizing the expected net present value of service rewards received minus holding costs incurred over an infinite planning horizon with a positive discount factor. He showed that there exists a very special type of priority assignment, called a modified static (i.e., open loop) policy which is optimal among all feedback policies knowing queue sizes. This particular rule assigns an open loop priority ranking, which can be computed explicitly given the system data,

\[ i^*, B_1^*(\cdot), c_i, i = 1, \ldots, K, \] via a finite step algorithm [17]. A particularly important feature of this policy is that in the case of two classes it reduces to the "uc rule"; that is it is independent of the arrival rates. However, in a queue with more than three classes, the determination of lower priorities does depend on the arrival rates of higher ranked classes [17]. In [16] - [17] unbounded queues were considered.

Finally, Mova and Ponomarenko [18] analyzed an (H/M/c) \((R1/N/m^*)\) system. Due to the finite bound on the queue length they demonstrated that the simple "uc rule" is not optimal via a numerical example. The equations characterizing the optimal policy, show that it is a true feedback strategy in the sense that it depends on the current queue size and furthermore on the arrival rates of all classes. Linear programming can be used to compute the optimal policy which is stationary.

In summary, previous work demonstrates that for the two competing queues problem in continuous time (i.e. asynchronous systems) the "uc rule" strategy is optimal for a variety of criteria when the parameters \( \lambda_i, \mu_i, i = 1, 2 \) are known. This is remarkable and quite useful in practice since several objective functions usually serve as performance measures of a queueing system.

Our first objective in this section is to establish a similar result for the discrete time problem formulated in section 2. We consider first the infinite time discounted average aggregate waiting cost, i.e. Eq. (2.7). To obtain the optimal policy we have to overcome a slightly technical problem: the instantaneous cost \( c(x, u) \) in Eq. (2.12) is not uniformly bounded, because the state space is \( \mathcal{I} \times \mathcal{J} \). We shall use results of Lippman [19] which allow polynomial (in the state) growth of the instantaneous cost. In the current model (see section 2) only a finite number of states are accessible from each state in one transition (see in particular (3.1) - (3.3)). Specifically from the state \((i_1, i_2)\) only the states \((i_1 + 1, i_2), (i_1, i_2 + 1), (i_1 + 1, i_2 - 1), (i_1 + 1, i_2 + 1), \) \((1_1 + 1, i_2 - 1)\) and \((i_1 - 1, i_2 + 1)\) are accessible. Thus the modification (1') [19, p. 720] of assumption (1) [19, p. 71] holds here. Assumption 1 [19, p. 718] is satisfied here with \( \alpha = 1 \) and Assumption 2 [19, p. 719] is satisfied trivially here since only one arrival and one departure can occur in each queue during each time slot. A slight modification of the arguments in [19, Theorem 1] for discrete time, establishes Denardo's [20] N-stage contraction assumption in an appropriate metric space with weighted sup metric. These arguments provide the ideas behind the proof of the following results since the action set here is finite (i.e., the set \([0, 1]\)).

**Theorem 1:** For \( \delta \in (0,1) \) there is an optimal stationary policy \( V_d \) for the infinite horizon discounted average aggregate delay problem. The optimal policy and optimal cost \( V^*_d \) are determined from the stationary Bellman functional equation

\[
V_d^* \left(i_1, i_2\right) = c_{i_1} + c_{i_2} + 8 \min_{\nu \in [0,1]} \sum_{(j_1, j_2)} P_{i_1, i_2, j_1, j_2} V_d^* \left(j_1, j_2\right)
\]

\[
E_{i_1, i_2} \sum_{(j_1, j_2)} P_{i_1, i_2, j_1, j_2} V_d^* \left(j_1, j_2\right)
\]

where \( P(v) \) is the transition probability matrix described by (3.1) - (3.3). Moreover (3.8) has a unique solution.

Let \( g_d^* (\cdot, \cdot) \) be the function: \( \mathcal{J} \times \mathcal{J} \)

\(+[0,1]\) that defines the optimal policy. That is

\[
Y_d, \delta = \left(g_{d, \delta}^*, g_{d, \delta}^*, g_{d, \delta}^*, \ldots\right)
\]

It is determined implicitly from (3.8) via

\[
g_d^* \left(i_1, i_2\right) = \arg \min_{\nu \in [0,1]} \sum_{(j_1, j_2)} P_{i_1, i_2, j_1, j_2} V_d^* \left(j_1, j_2\right)
\]

\[
E_{i_1, i_2} \sum_{(j_1, j_2)} P_{i_1, i_2, j_1, j_2} V_d^* \left(j_1, j_2\right)
\]

We have the following result:

**Theorem 2:** The optimal rule \( g_d^* \) is the "uc rule" and is independent of \( \delta \). That is, if \( \mu_1^2 c_1 > \mu_2^1 c_1 \)
Let $C$ denote the vector with components
\[ C(i_1, i_2) = c_{1i_1} + c_{2i_2}. \]
Let $\eta(i_1, i_2) = 1$ and define
\[ A(v) = \sum_{n=0}^{\infty} (p(n) - \pi(n))c. \]
and
\[ \Gamma(v) = \sum_{j_1, j_2 \in \mathcal{I}} \tau(v) (c_{1j_1} + c_{2j_2}), \]
By definition $\Gamma(v)$ is the limit of
\[ \sum_{j_1, j_2 \in \mathcal{I}} p^{(n)} (c_{1j_1} + c_{2j_2}) \text{ as } n \to \infty. \]
We can, with this notation, state our next result.

**Theorem 3:** There is an optimal stationary policy $\gamma^v$ for the average aggregate delay per unit time problem. The optimal policy and optimal cost $V^v$ are determined from the functional equation
\[ \Delta(i_1, i_2) + V^v(i_1, i_2) = c_{1i_1} + c_{2i_2} + \]
\[ \min_{\pi \in [0,1]} \sum_{j_1, j_2 \in \mathcal{I}} p^{(n)} \Delta(j_1, j_2), \]
for all $i_1, i_2 \in \mathcal{I}$

The proof of theorem 3 involves modifications of arguments from [19] [21]. Again optimality is in the sense of nonanticipative policies [21, p. 158-159]. Let $g^v(\cdot, \cdot)$ be the function defining the optimal strategy $\gamma^v$ of theorem 3. We have then the following result.

**Theorem 4:** The optimal rule $g^v$ is the "\( \mu \) rule" described by (3.11), (3.12).

We note that an alternate expression for $V^v$ is
\[ V^v = \sum_{i_1, i_2 \in \mathcal{I}} \pi(g^v(i_1, i_2)) (c_{1i_1} + c_{2i_2}) \]
where $\pi(g^v)$ is the asymptotic probability vector corresponding to the "\( \mu \) rule".

**Remarks:**
1. Optimal strategy is open loop.
2. Optimal strategy does not depend on $\lambda^1, \lambda^2$. 

\[ \pi(g) = \pi(g)P(g) \]
3. Results are valid for more classes.

4. Finite queues can only be treated numerically (see [8]).

5. Again we explicitly denote dependence on parameters by writing $V_a^*(\theta, i_1, i_2)$, $g_a^*(\theta, i_1, i_2)$ and $P(\theta, v)$.

To complete the certainty equivalence adaptive control scheme we need only to estimate $\mu^1, \mu^2$ since the optimal strategy with known parameters does not depend on $\lambda^1, \lambda^2$. We use maximum likelihood estimates of $\mu^1, \mu^2$ based on the observations $n_1^1(s), s \leq t, i = 1, 2$. Namely let $u = (\mu^1, \mu^2)$ and

$$L(t, u) = \frac{Pr(x(t), x(t+1); u(t), \nu)}{Pr(x(t), x(t+1); u(t), \nu_0)}$$

(3.18)

where $\nu_0$ is the true value. Then if

$$L(t, u) = \prod_{s=0}^{t-1} L(s, u)$$

(3.19)

the max likelihood estimate is given by

$$\hat{u}(t) = \arg \max L(t, u).$$

(3.20)

We obtain then the following result in the case $W_i$ (see section 2) $i=1, 2$ are finite sets.

**Theorem 5:** $\hat{\mu}^1(t), \hat{\mu}^2(t)$ converge to $\mu^1*, \mu^2*$ with probability 1 as $t \to \infty$. Furthermore if $g^*(\mu, i_1, i_2)$ denotes the optimal feedback strategy with parameter $\mu$

$$P_{i_1, i_2}(t) = g^*(\mu, i_1, i_2), \mu^*$$

$$P_{i_1, i_2}(t) = g(\mu^*, i_1, i_2), \mu^*)$$

(3.21)

The proof of theorem 5 uses modified and simpler arguments than [22] due to the special structure of our model. In particular note that the "uc rule" (3.11) (3.12) is open loop. Thus (3.21) in view of (3.1)-(3.5) implies

$$\hat{\mu}^1(t) + \hat{\mu}^2(t) \to \mu^* \text{ w.p.1.}$$

(3.22)

$$\hat{\mu}^2(t) + \hat{\mu}^2(t) \to \mu^* \text{ w.p.1.}$$

(3.22)

For example applying (3.21) with $i_1 = 1, i_2 = 1, j_1 = 0, j_2 = 2$ we get

$$\mu^1* (1-\lambda^1) \lambda^2 = \mu^2(1-\lambda^2) \lambda^1$$

for any $\lambda^1, \lambda^2$ which implies $\mu^1* = \mu^2* = \mu_0^*.$

**Corollary 1:** The control values $u(t) = g^*(\mu, i_1, i_2)$ converge a.s. as $t \to \infty$ to the values $u(t) = g(\mu^*, i_1, i_2).$

In view of the special structure of the problem the likelihood functions (3.18) (3.19) and the maximum likelihood estimators $\hat{\mu}^1(t), \hat{\mu}^2(t)$ obtain a particularly nice form. Indeed [12]

$$\hat{\mu}^1(t) = \sum_{s=1}^{\infty} \frac{n_1^1(s)}{u(s)}$$

(3.23)

$$\hat{\mu}^2(t) = \sum_{s=1}^{\infty} \frac{n_2^2(s)}{(1-u(s))}$$

(3.24)

In case the denominators are zero we keep the previous estimate. Recursive expressions for (3.23) are easy to obtain

$$\hat{\mu}^1(t+1) = \frac{\sum_{s=1}^{\infty} n_1^1(s) + n_1^1(t)}{u(s) + u(t+1)}$$

(3.25)

$$\hat{\mu}^2(t+1) = \frac{n_2^2(t) / U(t)}{1 + u(t+1)}$$

(3.26)

where

$$U(t+1) = U(t) + u(t+1)$$

Similarly

$$\hat{\mu}^2(t+1) = \frac{n_2^2(t) / V(t)}{1 + 1-u(t+1)}$$

(3.27a)

where

$$V(t+1) = V(t) + 1-u(t+1)$$

(3.27b)

Finally the adaptive strategy is
\[ u(t) = \begin{cases} 1 & \text{if } x_2(t) = 0, \text{ or if } x_1(t) \neq 0, \\
\text{and } \mu_1(t) \text{ or } \mu_2(t) \leq c_2 \\
0 & \text{if } x_1(t) = 0, \text{ or if } x_2(t) \neq 0, \\
\text{and } \mu_1(t) \text{ or } \mu_2(t) \leq c_2 
\end{cases} \quad (3.28) \]

It is seen that the adaptive strategy changes from time to time. However, corollary 1 establishes convergence to the correct policy.

There remains to obtain estimates on the costs obtained by the adaptive strategy. Work on this part of the problem is underway.

4. ADAPTIVE CONTROL AS STOCHASTIC CONTROL
WITH PARTIAL OBSERVATIONS

The main utility of the second method is to obtain performance estimates for practical schemes, such as the one studied in section 3. As explained in section 2, we treat \( \lambda_1, \lambda_2, \mu_1, \mu_2 \) as additional states with transition probabilities

\[ P_{i,j} = 1, \quad P_{i,j} = 0 \quad \text{for } i \neq j \quad (4.1) \]

and similarly for the others. Here \( \lambda_i \) is

\[ \{\lambda_1, \lambda_2, \ldots, \lambda_K\} \]

The augmented state is

\[ x = \{i_1, i_2, i_3, \mu_1, \mu_2\} \quad (4.2) \]

queues arrival departure

rate rate

The observed variables are

\[ y(t) = \{n_a(t), n_d(t), n_{a1}(t), n_{d1}(t)\} \quad (4.3) \]

We are thus in the framework of [7] with

\[ S_{ij}(t, v, \phi) = \Pr[x(t+1) = j, y(t) = \phi | x(t) = i, \quad u(t) = v] \quad (i, j, \phi, v \in \mathbb{R}) \]

One can formulate and solve the infinite horizon discounted cost problem (eq. (2.7)) and average cost per unit time problem (eq. (2.6)) for this semi-Markov model. The results allow treatment of finite queues numerically. Work on comparison between the two methods is continuing.
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